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Abstract

Nowadays, distribution networks are being subjected to an increasing penetration of active users
on both low and medium voltage levels, typically based on small size power plants from re-
newable energy sources (known also as distributed generation). Distribution grids are de-

signed for providing electricity to the customers and could take some advantages from the renewable
energy sources production such as sustainability, less maintenance and low carbon emissions. However,
upward trends of installing dispersed generators cause some power quality challenges for distribution
system operators, such as harmonics, voltage regulation issues, interface protection problems and power
quality in general.

Therefore, the focus of the present thesis is on appropriate management of distributed generation.
However, as available electrical network data in some power system networks are limited, it is required to
estimate the unknown grid parameters using available measurements data such as active power, reactive
power and voltage magnitudes. Then, the evaluation of maximum active power injection to the grid by
dispersed generator (named Hosting Capacity), its applications and its voltage control are studied.

To do so, a novel procedure to estimate the single bus hosting capacity even in case of uncertainties
in grid parameters or lack of data is presented, named Bricks approach. This approach could be used
when the possibility of data collection is very low or complex. Then, multi-generator hosting capacity
is evaluated using the combination of Bricks approach and a suited Monte Carlo procedure. In addition,
electric vehicle integration as the other discussed application in this thesis is looked into by Monte Carlo
simulation for different charging processes.

At the end, to increase the hosting capacity a novel procedure based on optimal power flow is pro-
posed. The goal is to avoid over and under voltages violations and preserve the grid efficiency. Actually
the procedure is proposed in order to optimally set-up the standard voltage control setting, i.e. to be
directly integrated into the already in place voltage regulators. All of the mentioned simulations in this
thesis work are coded in MATLAB and then validated for a real-life case studies in Italy and Tanzania.
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Estratto

Oggigiorno, le reti di distribuzione sono soggette a una crescente penetrazione di utenti attivi
sia in bassa che media tensione, basati in genere su impianti di produzione di piccole di-
mensioni alimentati da fonti rinnovabili (noti anche come generazione distribuita). Le reti di

distribuzione sono progettate per fornire elettricità ai consumatori e potrebbero trarre alcuni vantaggi
dalla produzione di energia rinnovabile, per esempio in termini di sostenibilità, minore manutenzione e
ridotte emissioni di anidride carbonica. Tuttavia, la tendenza all’aumento di generazione diffusa causa
alcuni problemi di power quality per gli operatori del sistema di distribuzione, come presenza di ar-
moniche, difficoltà di regolazione della tensione, problemi di coordinamento delle protezioni e qualità
dell’alimentazione in generale.

Pertanto, il focus della presente tesi è la gestione appropriata della generazione diffusa. Tuttavia,
poiché i dati disponibili sulla rete elettrica in alcune parti del sistema di generazione sono limitati, è
necessario stimare i parametri della rete non noti utilizzando i dati misurati a disposizione come potenza
attiva, potenza reattiva e tensione. Viene quindi valutata la massima potenza attiva che può essere im-
messa in rete dalla generazione distribuita (denominata Hosting Capacity), le sue applicazioni e il relativo
controllo di tensione.

Per fare ciò, viene presentata una nuova procedura per stimare l’hosting capacity di un nodo, anche in
caso di incertezza dei parametri di rete o mancanza di dati, chiamata approccio Bricks. Questo può essere
utilizzato quando la possibilità di raccolta dei dati è molto ridotta o risulta complessa. L’hosting capacity
multi-generatore viene valutata utilizzando la combinazione dell’approccio Bricks e di una procedura
Monte Carlo appropriata. Inoltre, l’integrazione di veicoli elettrici viene discussa in questa tesi come
ulteriore applicazione e diversi processi di ricarica sono esaminati tramite il metodo Monte Carlo.

In conclusione, viene proposta una nuova procedura basata sull’optimal power flow, al fine di au-
mentare l’hosting capacity. L’obiettivo è evitare violazioni di sovratensione e sottotensione e preservare
l’efficienza della rete. La procedura viene di fatto proposta per impostare in modo ottimale il setting di
tensione standard, per essere quindi integrata direttamente nei regolatori di tensione già presenti. Tutte
le simulazioni citate in questo lavoro di tesi sono codificate in MATLAB e convalidate per casi di studio
reali in Italia e Tanzania.
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CHAPTER1
Introduction

1.1 Motivation

The key point of international and European policies (e.g. 20-20-20 EU targets) in order to reduce
the greenhouse gas emissions is increasing the usage of Renewable Energy Sources (RES). Re-
newable energy technologies are divided into dispatchable (e.g. hydro and geothermal power)

and non-dispatchable or variable (e.g. solar photovoltaic and wind power). The small size RES which is
connected to distribution network and very close to demand side is called distributed power generation.
This could be useful to reduce the need of high-voltage transmission network and centralized power
generation. However, the massive distributed generation connection and its uncontrolled and nonpro-
grammable power injections may cause power quality and reliability issues such as voltage profile and
conductors ampacity problems, harmonics, unwanted islanding phenomena, due to neglecting the actual
distribution grid power needs. Consequently it may require new interventions on the grid to improve its
ability to accept local generation without incurring the technical problems.

Hence, integration of such variable renewables to the distribution grid needs some grid transforma-
tion such as electric protection logics capable to properly manage bidirectional energy flow (top-down
and bottom-up), demand management, energy storage, improve regional, national and international in-
terconnection and introducing technologies and procedures to ensure proper grid operation stability and
control (frequency regulation, reactive power regulation, active power reservation, congestion manage-
ment, optimization of grid losses, network restoration) in the presence of significant share of variable
renewables. Therefore, at operational level, efforts are made to turn the distribution grids into smart
grids in order to achieve an optimal management of these resources.

1
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Chapter 1. Introduction

Figure 1.1: Overall grid renewable integration schematic.

A wide literature review has been performed in order to properly point out and classify the prob-
lem; a schematic of renewable integration into power grids have been reported in Fig. 1.1; process and
technology statues, performance and costs, and potential and barriers are the main three frameworks for
this subject. Process and technology statues covers the general terms of smart grid, micro grid and in
general active distribution grid, therefore studies related to communication technologies, power elec-
tronics implementation for frequency control, system protection, energy storage, maximum renewable
injection capacity and gathering the required information for these analysis are in this category. While,
performance and costs framework in this schematic give people some ideas about the implementation
cost and increasing the share of renewable integration. Potential and barriers mainly focus on renewable
integration policy and on their liberalized market structures.

Figure 1.2 represents the covered area in this thesis according to the overall schematic. Since a
proper management of DGs is vital, strong research activities based on statistical, deterministic and
heuristic approaches have been done in order to ensure that, with a given amount of DG connected to the
distribution grid, the network is still working within the admitted operational ranges imposed by technical
standards and regulatory agencies. Although grid regulations do not allow distribution system operators
to refuse any request of DG connection, the goal of many research works is determining the optimal
DG sizing and siting. However, these studies have a scarce applicability in real-life. In this regard,
evaluation of the maximum generation that can be hosted by the distribution grid without violating the
grid constraints is one of the main performance indicators that should be considered for planning and
operation of the grid. This indicator is commonly known as Hosting Capacity. In the literature, this

2
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1.1. Motivation

Figure 1.2: Adopted schematic.

indicator could be implemented for several applications such as renewable energy sources integration,
electric vehicle integration and voltage control; the main focus of this thesis is based on them.

However, one of the main problems in the power system sector in some countries, especially develop-
ing and emerging countries for evaluating such an indicator is lack of public data and information about
both transmission and distribution grids. Quite often, the only source is limited to the map of the network
and general information on the voltage profile and power flows in the lines for a standard working point
of the grid. Hence, it is currently hardly impossible to perform further network analysis.

Hence, due to the aforementioned limitation, a procedure is required to be designed in order to
estimate the hosting capacity of distribution grids even in case of uncertainties in grid parameters or
lack of data. The proposed approach results particularly useful when it is not possible to collect all the
necessary data for a classical load flow based analysis, as in the case of studies relevant to emerging
countries electrification processes, or when data gathering is difficult, for example when such data are
considered sensitive.

As the next step, evaluating the possible ways to increase the hosting capacity without reinforcement
is a major concern in both DG and electrical vehicle planning. Therefore, the importance of voltage
control as one of the main approach to increase the hosting capacity is highlighted in many research
papers. Traditionally, in passive distribution networks the voltage rise has been mitigated by network
reinforcement. Nowadays, local voltage control, coordinated voltage control and centralized voltage
control have been discussed for active networks in research papers. Although all the approaches have
been proven to solve the problem of voltage rise in distribution grids, using plenty of sensors to gather
huge number of measurements could cause complexity and cost. Hence, a new procedure to set up a
local voltage control law devoted to properly manage the voltage profile to increase the upper limit of
total DG injection to the grid is required.

3
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Chapter 1. Introduction

1.2 Research Objectives

1. Available electrical network data in some places especially developing and emerging countries
are limited, for technical studies defining unknown parameters through available measurements
including power flows and voltage magnitudes is vital. Hence, first objective: To estimate network
parameters using some variables using Parameter Estimation.

2. The goal of many research works is determining the optimal DG sizing and siting, although grid
regulations do not allow DSO to refuse any request of DG connection. Therefore, the focus should
be on the optimal sizing and siting of distribution grid infrastructures rather than the optimal DG
unit siting and sizing. Hence, second objective: To evaluate grid hosting capacity even in case of
parameters uncertainty.

3. The proposed approaches in the literature are mainly based on iterative calculations, aiming at
estimating the maximum DG penetration admitted in each single bus (Nodal Hosting Capacity
(NHC)). Hence, third objective: To evaluate Multi-Generator Hosting Capacity (MGHC) in both
case of normal condition and parameters uncertainty.

4. In order to properly evaluate the grid hosting capacity, new equipments (e.g. electric cars, battery
energy storage system, etc.) have to be properly taken into account. Hence, fourth objective:
To Evaluate the impact and hosting capacity of e-mobility charging processes on the electrical
distribution grid.

5. Voltage control could be considered in order to increase hosting capacity. For these purpose real
time measurements are rarely available through feeders and only are available at primary sub-
station. Moreover, state estimation procedures are affected by uncertainty and errors which may
cause wrong decisions. Also, aligning sensors for each node of the distribution system is very
costly and unfordable. In addition, the standard local voltage control setting has some limitation
such as hosting capacity maximization and energy losses minimization. Hence fifth objective: To
Set up a new local voltage control law (Enhanced Local Voltage Control) to define a developed
voltage profile to improve entire electrical grid by reducing energy losses and increasing HC.

1.3 Main Contribution

As available electrical network data in some power system networks are limited, for further studies in the
first step of this research work, unknown parameters through available measurements including power
flows and voltage magnitudes have been estimated. After determining the unknown parameters, the
next step which is the evaluation of maximum active power injection to the grid by dispersed generator
(Hosting Capacity) and the ways to improve it could be started.

In the second step, hosting capacity evaluation for nodal and multi-generator configurations have
been investigated. To do so a new model with less required grid data and processing time has been
introduced which is called Bricks approach. This method is based on the assumption that hosting capacity
on one feeder is marginally affected by the behavior of other feeders. Moreover, in order to limit the
computational effort of the study, the grid is modeled in a simplified way, which means as an aggregation
of "bricks", each one representing a portion of the grid which can be added, removed and replaced
stochastically to evaluate all the possible configurations of the grid structure.
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After that, the combination of Bricks approach and Monte Carlo simulation has been used for eval-
uating the multi-generator hosting capacity considering various location, DG type and size. From DSO
perspective, it is very important to guarantee a reliable management of the distribution grid, consequently
proper planning and operational tools are required. Actually, the increasing of electric vehicle utilization
may cause overload and undervoltage disturbances on the distribution grid. Hence, Monte Carlo simula-
tion has been used for evaluating their hosting capacity charging process in this thesis. This simulation
has been performed considering different number of electric vehicle cars, charging technology, location
and time of charging.

At their following, in order to increase the distribution grid hosting capacity a novel set-up procedure
based on optimal reactive power flow aimed to define optimized control settings in order to effectively
manage the voltage profile, to avoid over and under voltages violations, and at the same time to manage
the grid efficiency. The standard local voltage control setting has some limitation in hosting capacity
maximization and energy losses minimization. All of the mentioned simulations in this thesis work have
been coded in MATLAB and have been validated in a real MV distribution grid including Aosta city in
Italy, San Severino Marche in Italy and Tanzania.

1.4 Thesis Structure

In Chapter 2, after this brief introduction, an overview of renewable energies in terms of energy policies,
their impact on distribution grid, concept of hosting capacity and its related research works has been
discussed.

After that Chapter 3 has been devoted to the parameter estimation procedure for defining the required
grid data in case of unavailability of grid parameters for hosting capacity evaluation. In this chapter, dif-
ferent state estimation procedures have been discussed and at the end, the proposed parameter estimation
method and its testing on the real-life case study has been reported.

In continue, Chapter 4 covers the most important application of hosting capacity including nodal
hosting capacity, multi-generator hosting capacity and electric vehicle hosting capacity by Bricks ap-
proach and Monte Carlo simulation. At the end, all of these applications have been implemented on the
real-life case studies and the results have been presented.

Chapter 5 is devoted to voltage control as one of the possible way to increase hosting capacity. In this
chapter after a brief discussion about different voltage control methods, the proposed set-up law for local
voltage control has been introduced. Moreover in order to reduce the processing time, some selection
procedures have been suggested to define some nodes and loading hours as representative of the grid.
The results of this new set-up control has been compared with some other available methods.

At the end, this thesis work has been summarized in Chapter 6.
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CHAPTER2
Renewable Integration Overview

Ratification of the recent international and national environmental policies leads to fast deploy-
ment of RES, technology development and economies scale of investment costs. Due to the
massive renewable integration some power quality and reliability issues may happen. Hence,

considering a Key Performance Indicator (KPI) to evaluate the grid performance is necessary. In this
chapter after energy policies and energy planning discussion, distributed generation impact on grid have
been presented, and at the end hosting capacity as one of the grid performance KPI has been proposed.

2.1 Energy Planning

The following section is structured in two subsections. The first section presents the current policies and
regulatory scenarios in terms of energy planning. It has stressed an overview of the main documents,
starting with international relevance and then moving to documents related to local interest. Whereas,
in the second subsection, the necessity of energy planning has been explained. In other words, it shows
how much the problem of defining an optimal planning is complicated by variety of the context.

2.1.1 Energy Policies

Energy policies have been ratified in order to address energy development issues including its production,
distribution and consumption. In the following the importance of renewable integration in terms of
energy policy have been discussed.
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Chapter 2. Renewable Integration Overview

International Environmental Policies

In the last decades, climate change has become a strong concern on international level. In particular,
from center of political attention and public opinion point of view, there is a correlation between global
warming and greenhouse gas emissions. Due to these concerns in 1992, at the United Nations conference
on the environment and development in Rio de Janeiro, an agreement has been signed under the name
of United Nations Framework Convention on Climate Change (UNFCCC) in order to find some solution
for global warming problems [8]. The aforementioned document has been signed by 154 nations for
reducing greenhouse gas emissions, in order to prevent dangerous human interference with the planet
climate system.

In this agreement, the nations agreed to recognize common and specialized responsibilities, more for
developed countries which are listed in the UNFCCC Annex I. The agreement entered into force on 21
March 1994 and from that moment, the parties meet annually in the Conference of the Parties (COP) to
analyze the climate change tackling progress.

In the third Conference of the Parties (COP 3), held in Kyoto in December 1997, the famous "Kyoto
Protocol" was negotiated [9]. The document was adopted to establish legally binding actions for the
developed countries in order to reduce their greenhouse gas emissions. In particular a mission reduction
of 8% was forecast by 2012 for the industrialized countries.

The COP which took place in December 2015 ended with the Paris Agreement [10], a global agree-
ment for fighting against climate change. This convention has been signed by the representatives of 196
participating parties. The agreement would be legally able to be considered if only being ratified by at
least 55 countries which, together, are responsible for at least 55% of global greenhouse gas emissions.
Parties after signing the agreement in New York between April 22nd 2016 and April 21st 2017, should
adopt it within their own legal systems. The defined agreement stressed that greenhouse gas emission
should become zero by the second half of the 21st century. Moreover, the parties have to continue their
efforts to limit the increase of Earth average temperature within 1.5 ◦ C. The president of USA on June
1, 2017, announced their willingness to withdraw their contribution of this agreement, although their
withdrawal could not take place earlier than November 4, 2020.

European Environmental Policies

Historically, EU has been always attended to consumption reduction, energy efficiency and using
various sources, due to its energy dependency from abroad. Regardless of the Kyoto protocol, EU has
always promoted environmental policies, strategic sustainability and supply security. Some of these
policies have been discussed in following.

Climate Energy Package: In 2008, the European Union launched the Climate Energy Package (also
called 20-20-20 package [11]) with the following energy and climate objectives until 2020:

• Reducing greenhouse gas emissions with unilateral commitment by at least 20% compare to 1990
levels.

• Obtaining 20% of renewable energy sources contribution on gross final consumption, with a spe-
cific target of 10% for biofuels.
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2.1. Energy Planning

• Reducing primary energy consumption by 20% until 2020, through energy efficiency measure-
ments. This objective has been also specified in the efficiency directive energy approved in October
2014 [12].

Directive 2009/28/CE: In the official journal of the Union European in June 2009, Directive of 28
April 2009 on the promotion of renewable energy sources usage has been published [13]. This leads to
the establishment of a common European framework for renewable energy sources development. This
framework sets mandatory national targets for the share of renewable energy sources on gross final
energy consumption and for the share of energy transport from renewable energy sources. The first one
is set at 20% (according to the objectives of 2020) which is divided differently between the member
states. The second is fixed to 10% and the value remains constant for all the member states.

Table 2.1 represents the general national targets for renewable energy sources shares in final energy
consumption by 2020. In addition of these measures, the directive also dictates several rules relating
to states joint projects, such as administrative procedures, information, training and access to the elec-
tricity grid for renewable energy sources. Moreover, it also sets sustainability criteria for biofuels and
bioliquids.

Every two years, the Directive 2009/28/CE for all the state members provides a progress report with
a precise outline. These documents are drafted in order to allow the monitoring of the target achievement
degree related to renewable energy sources by 2020. Italy has sent the first progress to the European
commission report in December 2011 and the second in December 2013, while the third one occurred at
the end of 2015.

According to the progress report of 2017 [14], twelve countries thanks to their implemented policies
could reach to the target set of 2020. Fig. 2.1 is extracted from the progress report 2017 and shows each
country progress, e.g. among 25 member states, only three member states, the Netherlands, France and
Luxembourg had 2015 RES estimated shares below their 2016 indicative. Hence, they have to evaluate
carefully if the implemented policies and the implemented tools by them are sufficient and effective for
the target achievement by 2020, as at present they are not aligned towards this goal.

Horizon 2030 and Roadmap 2050: Once the work on directive package for 2020 has been com-
pleted, the EU has moved to set new targets for 2030. The target set have been discussed and approved
by the European Council on 23 October 2014 and published as 2030 framework for energy and climate
policies [15]. The binding objectives that the Union has set itself in this framework are:

• Reducing greenhouse gas emissions by 40% compared to 1990 levels.

• Achieving at least a 27% of final consumption of renewable energy sources share.

• Reducing at least 27% in energy consumption compared to the "business-as-usual" scenario.

The implemented policies to achieve the 2020 targets have being continued and will influence the fol-
lowing years which lead to decrease the emission by 40% until 2050, even alone thanks to these targets.
However, the Europeans objectives for that year are much more ambitious and have been presented in the
Roadmap 2050 [16]. The European commission stressed that, following this roadmap the greenhouse
gas emission compared to 1990 could be decreased between 80% and 95%. That is why, it is required
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Chapter 2. Renewable Integration Overview

Table 2.1: General national objectives set by Directive 2009/28/CE.

Country
Renewable energy shares on

final energy consumption
(2005)

Renewable energy objective shares on
final energy consumption

(2020)
Belgium 2.2% 13%
Bulgaria 9.4% 16%

Czech Republic 6.1% 13%
Denmark 17% 30%
Germany 5.8% 18%
Estonia 18% 25%
Ireland 3.1% 16%
Greece 6.9% 18%
Spain 8.7% 20%
France 10.3% 23%
Italy 5.2% 17%

Cyprus 2.9% 13%
Lithuania 15% 23%

Latvia 32.6% 40%
Luxembourg 0.9% 11%

Hungary 4.3% 13%
Malta 0% 10%

Netherlands 2.4% 14%
Austria 23.3% 34%
Poland 7.2% 15%

Portugal 20.5% 31%
Romania 17.8% 24%
Slovenia 16% 25%
Finland 28.5% 38%

Switzerland 39.8% 49%
UK 1.3% 15%

Slovakia 16% 25%

to move towards a low-carbon European economy. Hence, several technical and economical feasible
operations take place, such as almost total decarbonisation of electrical generation.

National Environmental Policies

All state members in accordance with Directive 2009/28/CE should prepare the National Renewable
Energy Action Plan (NREAP). This document follows a specific model established by Article 4 of the
aforementioned directive which guarantees the completeness and comparability of the information con-
tained in the different national plans. The complete list of all national action plans is available on the
European commission website [17].

Italy has submitted its NREAP to the European commission in July 2010 [18]. In this document
some strategies are proposed to identify the renewable energy sources development, and also the main
action relies on the design of each intervention area including electricity, heating, cooling and traffic.

The two limiting targets of renewable energy sources consumption by Directive 2009/28/CE for Italy
set as 17% and 10% of gross final energy consumption covered by renewable sources respectively on total
energy consumption and transport sector consumption. While, NREAP adds two additional non-binding
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2.1. Energy Planning

Figure 2.1: Renewable energy share estimation for member states, progress report 2017 [14].

factor concerning the electrical and thermal sectors (respectively 26.4% and 17.1% of the consumption
covered by RES).

However, these objectives are actually very underestimated, as it is shown by the statistical report of
GSE Energy of renewable sources in Fig. 2.2. From Fig. 2.2 (a), it can be seen that the share of gross
energy final consumption covered by renewable sources in 2014 is equal to 17.1%, higher than the target
assigned to Italy for 2020. Also, the sector of thermal and electrical objectives planned by NREAP for
2020 have been already exceeded, as can be seen in Fig. 2.2(b) and in Fig. 2.2 (c). These excellent results
is not only linked to the increase of RES consumption, but also to the continuing effects of economic
crisis on gross final consumption. The possibility of maintaining the share of final consumption covered
by renewables at these levels will therefore depend on the consumption trend in the coming years, as
well as on the trend in consumption of total energy resources from the economic crisis.

On 8th of March 2013, a new document of national energy strategy has been approved [19]. This
document is based on the following objectives:

• Competitiveness, it should significantly reduce the energy cost gap between consumers and busi-
nesses, with a gradual alignment with European prices.

• Environment, it should overcoming the environmental objectives defined in the 20-20-20 package
and should have a leading role in roadmap 2050.

• Security, it should strengthen supply security, especially in the gas sector, and it should reduce
foreign countries dependency.

• Growth, it should promoting sustainable economic growth through the development of the energy
sector.
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Chapter 2. Renewable Integration Overview

(a) Gross final consumption.

(b) Gross final consumption in the electricity sector.

(c) Gross final consumption in the thermal sector.

Figure 2.2: Share of gross final energy consumption covered by RES [18].

In particular, with respect to the national action plan (and therefore with respect to the objectives
imposed by the European Union directives), the target for the share of final consumption covered by
renewable energy sources increased to 19%.

Regional Environmental Policies

The production, transportation and distribution of energy are part of the subjects that Italian law
defines as simultaneous legislation. Mainly, the state determines the fundamental principles and the
Regions or Provinces have full legislative authority to address the prepared principle by the state.

Regional Energy Plan defined by a law on January 9, 1991, which stressed that the regional energy
plan must respect the national one. It is a document of political nature, with technical contents. In other

12



i
i

“Thesis” — 2019/4/15 — 12:06 — page 13 — #35 i
i

i
i

i
i
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words, it defines the guidelines and coordination of planning for the promotion of renewable sources and
energy savings, implementing the provisions from the Burden Sharing Decree. Any decision regarding
legislation regional planning must take into account the need to allow achieving the target for 2020. One
of the objectives of the regional energy plan is minimizing the negative impact that can be caused by the
usage of some renewable energy sources or some types of systems. In the practical field, energy planning
must take into account different dimensions at the same time.

Burden Sharing decree: On 15th of March 2012, the Ministry of economic development have
approved a decree which is called Burden Sharing decree [20]. The aforementioned documents defines
the contribution of each autonomous region and province which is required to provide the achievement
of the national targets up to 2020 in terms of the share of gross final energy consumption covered by
renewable sources.

The decree also defines how to manage objectives failure cases by the regions and provinces. In
particular, it is specified that starting from 2017, in the event of failure to achieve the objectives, a
procedure will be launched to purchase the equivalent renewable energy production from the regional
budget. Table 2.2, taken from the Burden Sharing decree, shows the regional targets for 2020 in terms of
the share of gross final consumption covered by renewable sources; the trajectories of the objectives for
the intermediate years are also defined (2012, 2014, 2016, 2018).

Table 2.2: Burden Sharing decree trajectory of the regional objectives from initial situation to 2020.

Regions and
Province

Yearly Regional Objective
Initial year 2012 2014 2016 2018 2020

Abruzzo 5.8 10.1 11.7 13.6 15.9 19.1
Basilicata 7.9 16.1 19.6 23.4 27.8 33.1
Calabria 8,7 14,7 17,1 19,7 22,9 27,1

Campania 4,2 8,3 9,8 11,6 13,8 16,7
Emilia Romagna 2,0 4,2 5,1 6,0 7,3 8,9

Friuli V. Giuli 5,2 7,6 8,5 9,6 10,9 12,7
Lazio 4,0 6,5 7,4 8,5 9,9 11,9

Liguria 3,4 6,8 8,0 9,5 11,4 14,1
Lombardia 4,9 7,0 7,7 8,5 9,7 11,3

Marche 2,6 6,7 8,3 10,1 12,4 15,4
Molise 10,8 18,7 21,9 25,5 29,7 35,0

Piemonte 9,2 11,1 11,5 12,2 13,4 15,1
Puglia 3,0 6,7 8,3 10,0 11,9 13,7

Sardegna 3,8 8,4 10,4 12,5 14,9 17,8
Sicilia 2,7 7,0 8,8 10,8 13,1 15,9

Bolzano 32,4 33,8 33,9 34,3 35,0 36,5
Trento 28,6 30,9 31,4 32,1 33,4 35,5

Toscana 6,2 8,7 9,5 12,3 14,1 16,5
Umbria 6,2 9,6 10,9 12,3 14,1 16,5

Valle d’Aosta 51,6 51,8 51,0 50,7 51,0 52,1
Veneto 3,4 5,6 6,5 7,4 8,7 10,3
Italia 5,3 8,2 9,3 10,6 12,2 14,3

Share of Renewable on Gross Final Consumption: The decree regional objective is obtained from
the report of renewable sources on gross final consumption and total final consumption.
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ShareRES =
Gross final consumption by RES

Gross final consumption
(2.1)

The gross final energy consumption in this decree for a region or province is given by the sum of the
following three terms:

1. Electrical consumption, including consumption of control panel auxiliaries, network losses and
electricity consumption for transport.

2. Energy consumption for heating and cooling of all sectors, excluding the contribution of electricity
for thermal usage.

3. All transport consumption form, with exception of electric transport and international navigation.

Whereas, the gross renewable sources final consumption for a region is given as followings:

1. Gross electricity from renewable sources produced by the plants located in the region or province;

2. Biomethane and biogas product for thermal or transport purposes;

3. Thermal energy from renewable sources for heating or cooling.

2.1.2 Energy Planning Theory

Despite the global trend points of the electricity market liberalization, there is a large space for the
energy planning speech [21]. The energy planning concept starts where the market approach shows its
conceptual limits and market failures occurred. It is possible to change the balance of the market in order
to increase well-being of some participants without reducing of others, which is called Pareto theorem
improvement. To achieve a Pareto improvement, an external regulatory intervention is necessary.

The regulatory intervention can make sure that the possible creation of a dam will bring benefits for
everyone, or at least do not bring disadvantages for anyone else. First, theorem Pareto welfare economy
defines what are the situations in which the market alone is not able to lead to an efficient allocation of
goods and services. According to the theorem, the free market works on the condition that there is not
even a failure on some specific market. Then, in the presence of any failure in these markets, the purpose
of the policy maker is to compensate them and to make sure that a situation can be achieved of greater
well-being for everyone.

Energy Planning Definition

In the technical-scientific literature there are different definitions for energy planning. According
to Thery and Zarate the energy planing process is the determination of the optimal combination of the
available energy resources in a given territory, to meet a given response [22]. In authors opinion, to
define the optimal combination, one must take into account both quantitative and qualitative criteria. In
quantitative criteria, the economic and technical aspect is important. Instead, in the qualitative criteria
the concern is environmental and social aspects.

Similarly, Hiremath in [23] defines energy planning as a tool looking for a set of energy resources
and conversion devices able to meet energy demands in an optimal manner. The definition could be com-
pleted by specifying that the optimal condition depends on the prefixed objective, e.g. the minimization
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of the energy annual cost, the minimization of the produced energy or maximizing the overall efficiency
of the system.

In both cases the energy planning operation is described as the process of looking for a great combi-
nation of energy sources to meet a given response. The definition containing different types of planning
such as geography scale and time horizon, moreover it contains different definition of the optimal con-
dition.

Energy Planning Technical Dimension

By considering the technical dimension of the energy planning definition, it is clear that the biggest
problem of electric power is its storage disability. On one hand, traditional power plants have always
been able to modulate the production in a flexible way based on the request of the loads. On the other
hand, distributed generation plants that exploit non-programmable sources can not do this adjustment.
Sources are random and electrical energy could be produced when the source is available.

To solve the aforementioned problem two approaches can be adopted. For the easier one the geo-
graphical and temporal decoupling between generation and load is considered and solutions such as the
transport, storage, and intelligent handling of loads are possible ways to tackle this problem. The sec-
ond approach aims to seek to identify in the energy planning phase which type of generation plant from
non-programmable source is able to respond better to the needs of local loads.

Hence, a series of more advanced measures allows to improve the load coupling and non-programmable
production profiles. These offer an increasingly significant contribution as it develops effective commu-
nication between system users through smart grid. Although the mentioned solution has some advan-
tages, it necessarily needs costs. For this reason, the contemporaneity between production and consump-
tion is also proposed as another solution. According to this approach, when it is desired to exploit non-
programmable energy sources, it is a good idea to make sure that the considered source will be usable
in places and in times when energy is actually required by end users. The policy maker could therefore
make an important contribution in solving the problem, defining the capacity for installing new plants
based on how much the source matches the load, taking advantage of the fact that non-programmable
sources have daily, weekly and seasonal trends. By comparing these trends with those of the load request
it is possible to define which are the most suitable sources.

In principle, the policy maker could give binding indications on the type and positions and optimal
size of installed plants. However, in the reality of the Italian national context, the regulator is not in
the position to decide the size of the future installed plants and not even their exact position. They
can however provide indications on the type of sources to be exploited and on the quantity that can be
installed for each of these. In the next chapters the role of energy planning has been defined better.

2.2 Distributed Generation

Dispersed Generators (DG) as a new concept in the electricity industry refers to the presence of electricity
generation at any point of the electrical network, particularly on the distribution grid. In the literature,
there are many terms and definitions about DG, for instance dispersed generation, embedded generation
and decentralized generation are some of these terms. The authors in [24] provided a general explanation
for DG as below:
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“DG is an electric power source connected directly to the distribution network or on the
customer side of the meter.”

This transition from a big centralized power plants to large number of decentralized small plants
needs deep and careful studies and investigations. One of the applied planning approach for distribution
grid was named fit and forget, it means they build the grid with cable which can host the future increasing
of loads. However, this approach is costly as usually not more than 40% of the maximum loading of the
cable could be used [25].

Nowadays, increasing penetration of DG by changing the characteristic of the old passive grid to the
active grid could cause some issues such as bidirectional power flow and voltage rise. Hence, one of
the important and interesting discussion topic related to DG and distribution grid is the amount of DG
injection to the grid without violating the technical constraints. However, answering to this question
is challenging as the amount of injection could be varied according to some different factors such as
the fluctuation of the load and DG generation, the location of the DG and different topologies of the
distribution grid. That is why, the new DG connection should be assessed.

2.2.1 Installed Distributed Generation

There are several type of DG technologies such as wind generator, Photovoltaic (PV) generator, hydro
generators, microturbine, diesel generators and fuel cells. Among all of them wind and solar generation
have the biggest market. In [26], it is expressed that the wind power generation with 433 GW becomes
more popular and wide spread in the world. Germany is the country with the highest installation rate of
wind turbine by 45 GW followed by Spain with 23 GW, the UK by 14 GW and finally France with 10
GW. Fig.2.3 and 2.4 show the wind power installation share and its cumulative share for the last 15 years
of each EU country in 2015 respectively.

Figure 2.3: Wind power installation share in European countries during 2015.

Moreover, Solar generation also shows the increasing trend over that last 15 years [27]. From year
2008 to 2015, for each year there was PV installation rising by 50 to 75% according to their previous
year which at the end of 2015, 57.4 GW was added to the installation plants, Fig. 2.5 represents this
trend. The same as wind power generator, Germany is the first country with installation increased from
114 MW to 38 GW followed by China with an incredible growth of PV installation from 2011. Italy has
the fourth biggest market after the USA with around 18.4 GW of installed capacity. Fig. 2.6 represents
the cumulative solar power capacity from 2000 for leading countries [28].
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Figure 2.4: 15-year cumulative wind power installation share in European countries.

Figure 2.5: 15-year cumulative solar power installation share in European countries.

Figure 2.6: 15-year cumulative solar power installation share for leading countries.

Fig. 2.7, shows the power installation in year 2015. In this year, compare to the previous year the
amount of 2.4 GW was added to the total installation. From this pie chart, wind power has the highest
installation rate by 12.8 GW whose 44% are new installation. After that, PV power is owning 29% of
the total installation by 8.5 GW and the third place belongs to coal by 4.7 GW (16%).
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Figure 2.7: Power installation pie chart, 2015.

2.2.2 Distributed Generation Impact on Electric Grid

Therefore, in the literature many research works are focusing on the impact of DG both in terms of
technical and non-technical factors [29], [30], [31], [32]. If the DG integration is optimal, many benefits
are arising by its usage such as following:

• Distribution system loss reduction.

• Electric power system voltage profile improvement.

• Reliability and power quality improvement.

• Feeders overload mitigation.

• Cost reduction due to distribution grid upgrading.

• Rural electrification enhancement due to the high cost of transmission.

• Healthcare improvement due to CO2 reduction.

• Low investment risk due to the short lead time.

Hence, in order to have a sustainable energy sector, according to policy Package 20-20-20 more Dis-
tributed Energy Resources (DER) integration has to be connected to the electrical grid [33]. Therefore,
there are several approaches to increase these integrations below:

• First approach needs some initial infrastructure such as cables and transformer to be employed in
the grid. However, the capacity factor of these new infrastructure could be very low and in this
case, could not be the cost-effective approach. The other issue is related to the long lead times
before putting in place the new infrastructure. This solution is one of the first considered approach
by many grid operators.

• Curtailment happens when it is necessary to reduce the generation output plant to keep the tech-
nical constraints. This reduction could be soft curtailment, when a gradual decreasing is needed,
or could be hard curtailment, when the complete removal of the production is required. The soft
curtailment needs appropriate infrastructure, communication and grid real-time performance to
define the desired reduction [34].
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• The operational margin can be reduced by the better real-time estimation of the grid capacity. In
this solution the existing infrastructure could be used more frequently with their higher capacity
factor [35].

• In order to follow the production in a better way by consumption modification there are two main
solutions: load removal by load shedding or demand response, and price elasticity. The energy
management working progress and response in different conditions to supply the electricity de-
mand is called demand response [36]. The peak demand increasing could be controlled and re-
duced by demand response especially in a grid with controllable load, e.g. large number of electric
vehicle [37]. The implementation of the demand response needs supply conditions assessment and
also communication equipment to send the required action to the users or apparatus. The other so-
lution, Price elasticity, could be accomplished by market through defining variant grid tariff with
different grid capacity. For this solution also, infrastructure is vital in order to receive the price
form the market and working on it. This solution has some disadvantages such as unpredictable
grid users behavior. Thus, Distribution System Operator (DSO) usually has problems to put this
uncertain market as part of their planning and operation.

• The next solution which is called virtual storage approach is used when the solution in previous
paragraph, demand response, did not lead to the consumption reduction, but only moves the energy
usage in a later point.

Voltage Variation Impact

On the other hand, DG integration could cause some problems if it is not compatible with the techni-
cal boundaries and properties of the considered grid topology such as overvoltage, power system losses
growth, voltage flickers and due to bidirectional power flows the increase of short-circuit currents and
protective relays faults. For instance, steady-state voltage variation could be happened in a point where
a new DG is connected (voltage rise) or where an electric vehicle is connected for charging the electrical
battery (voltage drop), following equations represent the concept of voltage variation.

Figure 2.8: Simplified 2wo-node network model without DG connection.

The apparent power at i − th bus in a radial distribution grid with N buses which each bus has a
connected DG and a load could be defined by equation 2.2. The sign of power in case of absorption by
load is negative and in case of injection by DG has been considered positive.
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Si = (PDG,i − PL,i) + j(QDG,i −QL,i) (2.2)

where PDG and PL represent the active power of DG and loads, while QDG and QL express the
reactive power of DG and load. Below the current flow conjugate in each branch has been expressed by
equation 2.4, where the voltage relationship between node i and i− 1 is expressed in equation 2.5.

Si = V̄iĪ∗i (2.3)

Ī∗i =

N∑
k=1

Ī∗k =

N∑
k=1

Sk
V̄k

(2.4)

V̄i = ¯Vi−1 + Īi(Ri + jXi) (2.5)

where V̄i is the voltage vector at node i, and Ri + jXi is the series impedance (series resistance and
reactance) in a branch between i and i− 1.

The flow in passive radial distribution network is always from the high voltage node to the low voltage
node. In order to calculate these voltage drop, Fig. 2.8 represents a two-node distribution network.
Hence, the voltage of sending node according to equation 2.5 could be defined as follow.

V̄S = V̄R + Ī(R+ jX) (2.6)

where, VR is the voltage at receiving bus and Ī is the flowing current phasor along the line. Thus, the
supplied power by transmission network could be calculated by equation 2.7.

P + jQ = V̄S .Ī∗ (2.7)

The line current flow using equation 2.4 and the previous equation could be expressed as follow.

Ī∗ =
P + jQ

V̄S
(2.8)

Considering the value of Ī in equation 2.5, the voltage at sending bus could be written in equation
2.9.

V̄S = V̄R +
P − jQ
V̄ ∗S

.(R+ jX) = V̄R +
RP +XQ

V̄ ∗S
+ j

XP −RQ
V̄ ∗S

(2.9)

Thus, the voltage drop between these two bus could be calculated by:

∆̄V = V̄S − V̄R =
RP +XQ

V̄ ∗S
+ j

XP −RQ
V̄ ∗S

(2.10)

As the angle of voltage between sending and receiving bus is very low, the imaginary part of this
equation could be neglected and only the real part of equation 2.10 is considered as the voltage drop
[38]. If an assumption has been made that the sending bus is slack bus then the angle of this node should
be considered as zero. Hence, V̄ ∗S = |VS | = VS and the previous equation has been approximated as
follow.
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∆V ≈ RP +XQ

VS
(2.11)

Moreover, if the sending bus voltage taken as unity, the last equation could be rewritten in equation
2.12

∆V ≈ RP +XQ (2.12)

However, due to the connection of DGs to the grid in case of active distribution network, the power
flow and also the voltage profile have been affected. In Fig. 2.9 the positive floe of P and Q has been
reversed in comparison with Fig. 2.8, thus from now on ∆V means voltage rise, instead of voltage drop
and the receiving voltage is approximated to:

VR ≈ VS +RP +XQ (2.13)

Figure 2.9 could clarify the bigger voltage in the DG connection node in comparison with sending
bus. The DG in this figure is connected to the distribution grid through overhead line with an specific
impedance. The voltage rise between these two nodes could be evaluated by equation 2.14.

∆V = VGen − VS ≈
RP +XQ

VGen
(2.14)

where, active power (P ) is equal to difference of DG active power (PDG) and load active power (PL).
While, reactive power is equal to Q = ±Qc−QL±QG whereQC is shunt capacitor reactive power and
the other two are related to DG and load. In explanation of the defined sign in the previous equation, DG
units always inject the active power, however they may inject or absorb reactive power. Whereas, load
consumes both active and reactive power. The compensator could inject or absorb reactive power [39].

If VGen in the previous equation has been assumed in per unit, equation 2.15 could be rewritten as
follow:

∆V = R.(PG − PL) +X.(±QC −QL ±QG) (2.15)

where the aforementioned equation is stand if and only if (±QC −QL ±QG) is positive.

The voltage rise worst case scenario could be occurred when there is high generation but low load
demand. In addition, high R/X ratio produce more voltage rise which is more complex to reduce this
increasing by only reactive power as absorbing reactive power will increase system losses.

Therefore, as it is obvious from these equations by increasing the DG injected power, ∆V is rising
also. However, voltage rise has an inverse relationship with load active power. One of the present method
to control the voltage rise from these equations is consuming reactive power by DG (inductive mode),
Chapter 5 has presented the voltage rise issues and the ways to control it for increasing the hosting
capacity. Another method is changing the parameter of R and X which required grid reinforcement
leads to cost increasing for the DSO.

Due to aforementioned issues, new interventions may require on the grid to improve its ability to
accept local generation without incurring in technical problems. Hence, at operational level, efforts are
made to turn the distribution grids into smart grids in order to achieve an optimal real-time management
of these resources. Actually, smart grid covers a wide concept and does not have any single definition.
According to Electric Power Research Institute [40], smart grid “incorporates information and commu-
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Figure 2.9: Simplified 2wo-node network model with DG connection.

nications technology into every aspect of electricity generation, delivery and consumption in order to
minimize environmental impact, enhance markets, improve reliability and services, reduce costs and im-
prove efficiency”. In the following, one of the main performance indicator (hosting capacity) that should
be considered for planning and operation of the smart grid has been discussed.

2.3 Hosting Capacity

The increasing penetration of DG, mainly based on RES on both Low Voltage (LV) and Medium Volt-
age (MV) levels, gives challenges in the modeling and operation of distribution grids. Low greenhouse
gas emissions, better sustainability and less maintenance strongly motivate the installation of DGs, but
the massive DG connection and its uncontrolled and nonprogrammable power injections may cause
power quality and reliability issues (e.g. voltage profile and conductors ampacity problems, harmonics,
unwanted island phenomena, etc.), due to neglecting the actual distribution grid power needs. Conse-
quently it may require new interventions on the grid to improve its ability to accept local generation
without incurring in technical problems [41], [42], [43], [44]. Hence, at operational level, efforts are
made to turn the distribution grids into smart grids in order to achieve an optimal real-time management
of these resources [45], [46], [47]. According to Electric Power Research Institute, smart grid “incor-
porates information and communications technology into every aspect of electricity generation, delivery
and consumption in order to minimize environmental impact, enhance markets, improve reliability and
services, reduce costs and improve efficiency”.

Since a proper management of DGs is vital, strong research activities based on statistical, determinis-
tic and heuristic approaches have been done in order to ensure that, with a given amount of DG connected
to the distribution grid, the network is still working within the admitted operational ranges imposed by
technical standards and regulatory agencies [48], [49]. Although grid regulations do not allow distributed
system operator to refuse any request of DG connection [50], the goal of many research works is deter-
mining the optimal DG sizing and siting [51], [52]. However, these studies have a scarce applicability in
real-life. In this regard, evaluation of the maximum generation that can be hosted by the distribution grid
without violating the grid constraints is one of the main performance indicators that should be considered
for planning and operation of the grid. This indicator is commonly known as Hosting Capacity (HC).

Hosting capacity is the method to determine the electricity grid ability to accept and integrate new
production or consumption. The aim is to have better transparency and commensurability between DSO,
stakeholders and owners of distributed energy resources. The concept of hosting capacity in order to
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assess the electrical grid performance in the future, has been suggested by European grid operators [53]
and European energy regulator [54]. The HC concept has been used in an EU research project called
EU-DEEP to determine the acceptable amount of DG which could be connect to the grid because on
those days unacceptable grid performance due to RES uncertainty was one of the grid operator concern
[55]. However, the hosting capacity term has been used by André Evan and later developed by Math
Bollen to assess the impact of DG on the quality of the grid voltage [56], [57].

2.3.1 Hosting Capacity Definition

Any change in the value of production or consumption in a distribution grid has some effect on the power
flow, short circuit current, voltage profiles and some other grid properties. In general, the grid perfor-
mance could improve or weaken due to the new changes. The authors in [58] define the hosting capacity
as follows: The maximum amount of new consumption or production that can be connected to the elec-

trical grid without violating the grid quality and reliability for other customers. The aforementioned HC
definition could be clearly shown in Fig. 2.10.

Figure 2.10: Hosting capacity definition.

Actually, for evaluating the HC of a connected DER to the distribution grid, many different phe-
nomena which are influenced by various performance indices should be considered such as steady-state
voltage variation, transformer and line thermal limit, transformer power rating, rapid voltage change,
reverse power flow on the tap changer, protection issues (short circuit problem), power quality (harmon-
ics, islanding). Among all of the mentioned indices, steady-state voltage variation and line thermal limit
are the most dominant factors which are usually the limiting factor of the hosting capacity. Moreover,
although all of the mentioned factors could be incorporated easily to the framework, power quality and
protection issues due to their transient behavior need new field to investigate better.

The performance indices are mainly calculated according to the new amount of production or con-
sumption. As discussed before, the studied phenomena might be intermittent production or consumption
such as wind power or electrical vehicle integration to the grid for charging process, that is why based
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on each phenomenon, different indices have been considered. Table 2.3 represents several different
phenomena and their related performance indexes given by the IEC 50160.

Table 2.3: Performance indices for different Phenomena.

Phenomena Performance Indices
(IEC 50160)

Frequency Variation
99% interval of 3

second frequency average

Harmonics
10 min voltage and

current average
PV rooftop
overvoltage

Highest 10 min voltage
average

Electric vehicle fast
charging undervoltage

Lowest 10 min voltage
average

Wind power
overloading

Maximum hourly value
of transformer current

In evaluation of the hosting capacity, at least one of the phenomenon which could be affected by DER
(steady-state voltage variation, line thermal limit, harmonic distortion, rapid voltage change, frequency
stability, etc.) is defined by at least one performance indices. As it was already discussed in Table
2.3, for each index an standard change of state is determined [55]. Therefore, when at least one of
these performance indicators exceed its limitation, the hosting capacity is reached. Hence, the main
limited factor is called "hosting capacity limit". Hence, the hosting capacity is strongly relevant to the
acceptable limits [59]. Thus, one of the main challenges in HC studies is defining a set of indices and
limits which can cover all the desired power system task. Therefore, a clear understanding of the grid
technical needs in order to provide quality and reliability for each costumer is necessary [60]. As an
example, in the new defined rules in DACH countries (including Germany, Austria and Switzerland) a
DG could be installed if the static voltage variation at the connection point is less than 3% for LV grid
and less than 2% for MV grid (static voltage rise is considering the value between zero in-feed and full
in-feed) [61]. Consequently, it is the DSO responsibility to make sure that the electric grid is working
under the limits of the grid regulation, e.g. in case of a DG connection to the grid, DSO considers the
worst-case scenarios such as zero generation with maximum load demand, maximum generation with
minimum load demand, maximum generation with maximum demand. Fig. 2.11 gives an example of
DG connection hosting capacity and its limits, by increasing the production, the performance index is
decreasing. Thus, the hosting capacity is where the performance index turns out to be unacceptable. As
the amount of DG injection could be influenced by the defined limits, it is very important which limits
are considered in the grid codes and standards.

The authors in [62] indicate that we cannot conclude that the system reaches to its hosting capacity
if the number of elements violating the considered limits (especially voltage and loading) are very few,
because in reality there is a possibility to replace or enforce easily these elements. Thus, it means
considering the frequency distribution of the violating elements is important, e.g. the hosting capacity
could be defined when about 2% of the network elements are overloaded. Therefore, for evaluating the
hosting capacity is preferred to consider both probabilistic limits and stochastic evaluation, which lead
to have different HC for different type and location of DER. That is why the authors in [55] express that
in order to have the accurate HC evaluation we need to study each specific case.
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Figure 2.11: DG injection hosting capacity example.

2.3.2 Hosting Capacity Evaluation

In order to define the HC, an algorithm needs to be made with the amount of DG injection without
violating the technical constraints as its output. One of the method to calculate the hosting capacity
is gradually increasing the amount of DG injection until the performance indexes violation. In each
incrementation power flow analysis in order to determine the new values of the voltages, currents and
powers is necessary to be performed. Equation 2.16 and 2.17 represent the active and reactive load flow
equations at each node (kth) during the presence of DG.

Pk = PDG,k − PD,k =

N∑
j=1

|Vk| |Vj | (Gkj cosΘkj +Bkj sinΘkj) (2.16)

Qk = QDG,k −QD,k =

N∑
j=1

|Vk| |Vj | (Gkj sinΘkj −Bkj cosΘkj) (2.17)

where P(DG,k) andQ(DG,k) are the active and reactive power of DG in node k. P(D,k) andQ(D,k) are
the active power and reactive power of load in nodes k. N is the total number of the nodes in the feeder.
Vk and Vj are the bus voltages in bus k and bus j during the existence of DG. However, this amount in
the case of DG absence is converting to Vk and Vj . Gkj and Bkj are the branch characteristics.

The new state values should be compared with the maximum permissible values in order to evaluate
if the grid still has the capacity to host more DG injection. This trend will continue up until one of the
maximum value violation. Then, the penetration on that step is considering as the hosting capacity of the
grid. After defining the HC in this node, the study will start for the next node until all the nodes of the grid
be assessed. Actually the DG source integration in the distribution grid could be simulated in different
ways such as PQ flow (loadability) [63], PV flow [64], P representation. If the DG control circuit is
based on the controlling of active and reactive power independently, the DG model is simulates as the
PQ model and if the control circuit is based on controlling the active power and voltage independently
the DG simulates as PV model. The most common DG simulation is the first one as the voltage rise
consequence is usually investigated in the studies. Fig. 2.12 shows the HC algorithm flowchart.
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Figure 2.12: Hosting capacity evaluation flowchart.

Typically, in literature the HC approach is presented as shown in Fig. 2.10. The amount of HC is
defined when the blue curve is going to violate the red line, representing the system limits. In very short
words, [65] and [66] outlines the steps to obtain hosting capacity as following:

1. Choosing a phenomena and at least one performance indices.

2. Defining suitable limits.

3. Calculating the performance index according to the new generation.

4. Obtaining the hosting capacity.

2.3.3 Hosting Capacity Research Works

The HC method was originally discussed as part of EU-DEEP project by STRI in 2004 [67], [68], [69],
[70]. The histogram of Fig. 2.13 depicts the number of publications per year using the exact term
"Hosting Capacity"; the histogram covers the years from 2004 until 2017 and was plotted using the
data available on Google Scholar. According to this figure, the number of publication is growing after
2010. In these literatures the concept of HC has been applied for different voltage regulation methods,
evaluating the integration of renewable energies to the grid or the electric vehicle impact on the grid,
where this thesis is based on these three pillars. These days the HC concept has been adapted by utilities
and regulatory bodies in some countries such as Italy, UK and Australia.

In the literature of the other fields the hosting capacity term has been used in the similar way, e.g.
in computer science HC defines the capacity of web server to host as many access calls as possible.
In addition, some research papers instead of using HC term have used "network capacity" [71], [72]
and "absorption capacity" with same concept of it. Many approaches have been used to determine the
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Figure 2.13: Number of publication using term "Hosting Capacity".

capacity of the existence grid for hosting new DG [73]. In [48], different estimations for evaluation
hosting capacity is expressed. The aim of many statistical approaches are finding the optimal location
(siting) and sizing [74]. However, these approaches are not mostly compatible with real life as DSO
could not refuse any request of DG connections [74].

Estimating the NHC for LV Italian grid according to the thermal limits of transformer and lines,
steady state voltage variation and fast voltage variation with iterative calculations (1 kW step) has been
studied in [75]: the NHC is evaluated considering a single constraint at each time and assuming the
overall HC as the minimum HC obtained for all the constraints. In this study DGs are representing
by a negative load. The paper concludes that the maximum HC is observed near HV/MV substations.
Moreover, the rural networks have a limited HC compared to urban networks, due to the limited cross
sections and long length of their lines.

Different softwares for performing Power Flow have been used by researchers, e.g. a NHC evalua-
tion has been discussed for 73-node and 19-node Jordanian network grid with high (X/R) ratio in [76]
using Newton-raphson in MATPOWER. Paper [77] calculates NHC using the software SimPow for a
distribution grid at the center of Sweden. MATPOWER and MADGTPOWER for nonlinear numerical
methods have been used in [78] for NHC estimation. Eventually, Swedish regional distribution grid in
[79] used commercially available power system simulation software for assessing NHC.

In order to define the possible injection into the grid by DGs, it is very important to choose suitable
performance indicators including directly related (such as upper bound and lower bound of RMS voltage)
or indirect ones [66]. Typically, researchers consider the main technical constraints such as Steady State
Voltage Variations (SSV), thermal limits and Rapid Voltage Change (RVC) [80], [79], [75], [76], [77],
[78], [81], [80], [82], [83]. In [79], the most limiting factor for the HC are the overcurrents. The authors
in [81] mentioned that the factors limiting the HC depend on the type of network and its voltage level.
In weak MV networks (i.e. characterized by long lines), the voltage rise is usually the main limiting
factor, while in stronger networks (e.g. urban grids) the feeder and transformer overloading are the main
limiting factors.

In [84] author uses an thoroughgoing method to evaluate the NHC considering voltage levels and
conductors current flows as technical constraints. For each node at each time a defined maximum value of
HC is selected and a PF is performed to check the compliance of voltage and current constraints; in case
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of violation, HC is reduced via bisection method until a viable value is found. Since the dynamic behavior
of background distortion (e.g. harmonics) may change HC, the harmonic distortion phenomenon has
been considered as the technical constraint in [85], in order to have a more efficient distributed generation
planning.

Solving optimization problems to obtain HC has been considered in some research papers [83], [86],
[87], [88]. A novel Optimal Power Flow (OPF) with the objective of maximizing the nodal loading
parameters to evaluate NHC and to define the DG control rules has been proposed in [83], [86]. The
authors of these papers conclude that the maximum HC is obtained at the location where the feeder
is most loaded. The more distant from the MV Primary Substation (PS), less increase of HC occurs,
since the nodes at the end of the feeder experience severe problems of undervoltage. The authors in [87]
mentioned that the best location for connecting a DG unit is close to the load center and two optimization
models using Primal-dual interior-point method to calculate and optimize the voltage profile and line
losses have been proposed. The objective functions in [88] are the energy purchased and the operation
and maintenance cost of a wind farm; the problem is solved by NSGA-II algorithm. In this thesis, the
network parameters uncertainty has been considered as input and a two-stage stochastic method has been
used in order to make decisions under uncertainty.

The stochastic nature of the loads and generation and DG location has been considered in [89] where
Monte Carlo simulation was used. Probabilistic PF may be more adequate compared to Deterministic
PF, because of the realistic representation of the inputs and the probabilistic margins obtained with re-
spect to the technical constraints violation. In [90], probabilistic load modeling and costumer’s hourly
power request probability have been considered. Then, the probability density function of each technical
constraints for DGs has been estimated by Monte Carlo simulation. The Swedish distribution grid in
[91] has been divided into rural, residential and city areas; Monte Carlo has been used in this study to
assess the probability of the technical constraints at different voltage levels. A LV Slovenian distribution
network has been modeled in [92] using statistical Monte Carlo simulation. In this study, the probability
of voltage violation with respect to installed PV capacity is evaluated. A probabilistic method has been
proposed in [93] for assessing the impact of Low Carbon Technologies in LV networks considering net-
work parameters uncertainty. This work highlights that the cumulative density functions for each feeder
could show to DSO the customers with high probability to cause voltage or thermal problems. The au-
thors of [94] proposed an approach to consider the "equivalent" maximum injection to the generators
downstream the bus under examination. This method is useful for considering MGHC where the total
injection is equal to the equivalent generator.

As it was mentioned before, the first publication about electrical grid HC was published on 2004 [59],
then it continued in 2005 by several research papers [95], [96], [60], [67], [97], [98], [68]. The authors
in [41] evaluate the impact of increasing the penetration on the number of voltage dip in the distribution
grid for end-customers. The HC consideration is useful in this kind of studies as "no general rule on
how the dip frequency for end customers is impacted. It depends strongly on the transmission system,
on the location and amount of large generator stations taken out of operation, on the type of distributed
generation and on the immunity of the end customers against voltage dips."

In [57] the HC evaluation has been done for assessing the protection performance. In this paper,
the dynamic simulation have been performed in order to have more precise assessment of the system
protection in case of significant DG injections. From this paper it can be conclude that in this case it is
required to add or change some of the component setting such as changing the current setting or using
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an extra time delay for the relay with overcurrent, adding extra fuses or circuit breakers or replacing the
overcurrent relays by directional components.

The effect of starting the motor on the voltage and current on the weak grid has been studied in
[95]. The concept of HC in this study is used to evaluate the biggest size of the motor which could be
connected to grid without violating the technical constraints.

On the other hand, the limitation on the hosting capacity due the effect of reducing or emitting the
high frequency distortion are studied in [99], wheres HC evaluation could be done in order to define
the voltage limit distortion on the same frequency range [100]. The authors of [101] have studied the
effect of DG by considering HC on the frequency control both on normal and emergency conditions. The
hosting capacity in this paper is considered as the maximum load deviation which the primary frequency
control could manage it and could be calculated according to the following equation, where S is related
to the governor droop and D to DG constant damp.

∆P = Prated .

(
∆fmax
frated.S

+
∆fmax.D

frated

)
(2.18)

The deterministic and statistic approach have been performed in [102] in order to examine the over-
voltage risk in the network with injection of the wind power. In [103] the concept of HC has been used
to study the advantageous of the Combined Heat and Power (CHP) using the network replacement. The
Italian authority of the electric energy and gas (AEEG) in 2008 and 2009 have done a survey on MV
and LV [75] distribution grid in order to define the possible maximum injection to the grid for each node
without violating the steady state voltage variation of the grid, the thermal limit of the transformer and
the lines and also the rapid voltage changes. The results were published on ARG/elt 223/10 for LV and
ARG/elt 25/09 for MV grid [104], [94], [80], [105], [106]. In this study, the number of 60,000 buses
which is the 6% of the total Italian grid have been studied for evaluating the MV hosting capacity through
performing PF [94]. The limiting factor in this study was mostly SSVV and RVC and only half the buses
are able to receive more than 6 MW. However, in the study case of [80] 85% of the buses could host
at least 3 MW. The authors in this paper has indicated that mostly the limiting factor of the buses close
to the primary substation is "thermal limiting factor", wheres this value for the buses at the end of the
feeder is "RVC". Moreover, in this study, the term of System Hosting Capacity has been used as the
maximum injection of the DG to the grid according to the thermal limits. To do so, using the advance
voltage regulation and a communication between protection relays have been suggested by the report.

The comparison between the HC of the single and three phase LV grid have been done by [107]. From
this paper, it has been found that with 10 A rated current compare to three phase connection, only half
of the load are able to connect to the single phase. Moreover, Power factor correction effect on hosting
capacity has been discussed in [74]. As it was explained before, in the literature besides using the HC
on the above mentioned areas, it could be implemented for some applications such as DER integration,
voltage control and electric vehicle integration, where the main focus of this thesis is based on them.

DER Integration

The concept of hosting capacity in PV systems has been discussed in [108]. The authors of this
paper have declared that the smart controlling of PV could increase the HC. They also stressed the use of
European Norm EN 50160 for determining the voltage limits in order to translate it into DSO planning
levels. The hosting capacity enhancement by use of reactive power control of PV inverters has been
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mentioned in [109].

The possible increasing of HC of DER in LV grid has been covered in [110] using voltage controller
and several voltage regulation approaches. It is expressed that, by reactive power control the hosting
capacity could be double and even it could increase 2.5 times if we control the MV/LV transformer, and
if we have the components limiting. However, combining these two methods does not lead to more HC
increasing as the extra loading which is caused by reactive power will decrease the capacity of the active
power injection. In addition, [79] published the research of the impact of DG on the voltage of LV grid.
In [111], [112] the possibilities of improving the LV distribution grid to increase the hosting capacity of
the integrated PV have discussed.

In [113] hosting capacity has been used to discuss the role of active distribution grid control for
increasing connection and injection of urban-area PV. Also, in [112] the impact of several PV voltage
control on increasing the HC has been studied. The decentralized voltage control located in LV grid
in [114] caused an HC increasing beyond 3% of voltage threshold until the limitation of the allowable
equipments loading. The aforementioned method increase the HC from 3.5 kW to 7.5 KW in LV grid.
Moreover, [115] has stressed the help of volt-var control to increase the hosting capacity.

The research works has been presented in [116], [117] indicate the use of HC in National Renew-
able Energy Laboratory and Electric Power Research Institute in the USA to determine the allowable
connected renewable energy to the grid such as PV.

Electric Vehicle Integration

As it was expressed before, the HC studies could be implemented for the plug-in Electric Vehicles
(EVs). The effect of EVs on distribution grid without violating the technical constraints such as under-
voltage and equipment loading have been studied in [62], [62].

Moreover, the impact of EVs along the feeder according to their charging location and their power
have been discussed in [62]. In [118], [119], after comparing the load curves from smart meter with
the cable rating, the HC is used to analyses the effect of EVs on LV grid. Moreover, in these papers
the possibility of MV/LV transformer substitution is also made. The research work which is presented
in [120] used the same approach of the previous work to study the effect of EVs on the LV grid in
the center of Italy with different charging station. According to them, the main limiting factor was
overloading compare to voltage drop and total harmonic distortion. In [121] different methodology has
been proposed by its authors to evaluate the grid maximum HC in case of EVs charging. In addition, the
possibility of increasing hosting capacity by demand response capability has been expressed in [122].

Active Voltage Control

In 2010, electricity of France through the published papers in [123], [124] expressed the role of DG
voltage control to increase the hosting capacity of the French MV grid. In [125] after providing a detailed
HC evaluation for the MV grid, the effect of different voltage regulators especially based on local ones
are investigated. The HC enhancement by the real-time reactive power producer, such as DG, has been
assessed in [126]. In [127], [127], [128] the role of active voltage control in low voltage level in an
active grid including DER and e-mobility to increase the hosting capacity has been discussed. Moreover,
in [129] hosting capacity approach has been performs in order to evaluate the active distribution grid. The
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results shown in [130] proves the increasing of HC by 27% using local voltage control in MV distribution
grid of Italy.

The hosting capacity evaluation in Ireland by its Transmission System Operator (TSO) has been done
in [131]. In order to maximize the penetration of the wind turbine, active voltage control has been used
in this study. Whereas, increasing HC by this kind of control for a LV grid in Austria has been discussed
in [127]. On the other hand, coordinated voltage control and its impact on maximizing hosting capacity
in Finland has been done in [132], [133]. The author in [134] expressed the impact of DG inverter and
transformer tap changer developed-voltage-control to increase the hosting capacity.

An investigation related to type voltage regulation and line length in distribution grid was done in
[135]. According to this research work, DG could be used at the end of the feeder as by going further
from transformer voltage is decreasing. However, for the nodes close to transformer, its tap changer
makes the voltage almost constant. Therefore, the connected DGs to primary substation or close to it
usually have the reactive power balance problem.

2.3.4 Hosting Capacity Increasing

For planning issues it is a major concern to evaluate the upper limit of total RES injection to the grid and
the ways to increase it without reinforcement. In the following, HC increasing approaches are detailed.

Network Reconfiguration

In [136] network reconfiguration is used for HC increasing by multi period optimal power flow. The
proposed method in this paper, first solves the problem for periods with worst case scenarios, the result-
ing configuration is then assessed for the remaining time periods to check if it complies with the given
constraints. The authors in [137], [138] purposed Genetic Algorithm based network reconfiguration to
maximize HC at selected nodes. In this paper objective function is built to penalize network configura-
tions leading to overloads of distribution lines and over or under voltages at buses. For a given network
configuration, the fitness function is obtained by considering both the maximum allowed power supplied
by DG sources and the exploitation of the lines together with the bus voltage profiles. uniform voltage
distribution algorithm based constructive reconfiguration is used as heuristic in [139], [140]. Objective
of the problem is to reconfigure the network and DG sizing to maximize network power loss reduc-
tion and HC. Particle swarm optimization technique is used to find the best solution of the proposed
multi-objective problem.

RES Curtailment

Active power curtailment was studied in some papers and is also finding its ways into national reg-
ulatory framework. RES curtailment includes decreasing the output power of specific resources which
exceed the HC limitations [79]. Another major advantage of RES curtailment is preventing inverters dis-
connection due to overvoltage tripping. In [141] two methods are compared for active power limitation:
fixed percentage of the nominal power and VoltWatt control where the active power depends on volt-
age. The results show that fixed curtailment has better performance compare to that VoltWatt control. In
[142], optimal setting of DG curtailment based on multi-period OPF has been investigated for economic
benefits.
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Voltage Control

Local voltage control by using local information allows to increase HC; it is also called decentralized
method. The local voltage control may be performed by the regulatory of On Load Tap Changer (OLTC)
in primary substation and the Power Factor Control (PFC) of DG.

The voltage set-point of MV bus-bar at PS could be controlled by OLTC through offline OPF [143].
The authors in [144] have compared a real network case study with no OLTC, five tap position on
OLTC and nine tap position on OLTC. The results show that HC could be increased more than 50% in
16% of the analyzed scenarios and more than 100% in about 3%. Moreover, no significant difference
between 5 and 9 tap position has been reported, meaning that the OLTC HC impact neither depends on
the size of network, nor the level of loading. In [145] different modern control schemes are discussed
including Enhanced transformer automatic paralleling package and super TAPP n+ relay, to reduce the
circulating current between transformers and to estimate the RES output current respectively. In [146]
state estimation approach is suggested for OLTC controlling.

DG injections cause voltage rise in the MV feeders and PFC could control the systems voltage by
increasing the HC of the distribution grid. In [147], [148], [149], [150], Static compensators (STAT-
COM), D-STATCOM, static VAR compensators, fixed capacitor banks and shunt capacitor banks have
been investigated as generator compensators to regulate the voltage. Four different local control schemes
are discussed in [151], [152], [46]. These schemes have been modified according to European technical
standards, as listed in the following:

• LawA) control of tangent of φ according to the PCC voltage (tanφ = f(u));

• LawB) control of reactive power according to the PCC voltage (q = f(u));

• LawC) control of tangent of φ according to the real power injected (tanφ = f(p));

• LawD) control of reactive power according to the real power injected (q = f(p)).

2.3.5 Regulatory Framework

In the mid of 2000s, one of the hosting capacity main objective in the project EU-DEEP was mar-
ket mechanism identification to bring out the DER value to nominate a suitable regulatory framework
[56]. Moreover, in the previous research work different hosting capacity approaches have been proposed
in order to define a most appropriate market architecture in different aspects such as cost, regulation,
structure, ownership and competent allocation. Hence, it is important to have a very depth analysis for
implementation cost as they should remain lower than anticipated gain. In order to make some advantage
of DER benefits and determine their appropriate type, apart from management and control some techni-
cal question regarding the connection of DG to the distribution grid needs to be considered. Therefore,
integration process must compatible with system and other words must be system-oriented.

The allowable DER injection for power quality and reliability evaluation is needed for other cus-
tomers, hence HC simplifies the actor’s communications [41]. Moreover, HC is used to estimate the
extra cost of the system for providing reliability in case of high DER penetration in comparison with the
system without DER. After this step, there is a possibility to provide a full picture of the grid consisting
market and also regulatory scene.
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To make sure that the grid operators do not need an extravagant investments, a right view could be
accomplished by comparison between the cost-effectiveness of several defined solution by by performing
HC in order to connect more DG. Therefore, the investment cost of replacing transformer or line branches
could be compared with other solution such as advanced voltage control, curtailment, energy storage or
demand-response.

As it was explained before, using HC is advised by European energy regulators and European grid
operators [54], [53] in order to determine the future electrical grid performance. The HC in Italy, Ireland,
Austria and Poland is considered as a revenue driver. Whereas, Czech Republic, Latvia and Lithuania
usually have been used for monitoring, while the HC obligations in Norway and Great Britain are very
few. According to the European Regulators Group for electricity and gas, the regulatory framework
should be determined according to performance improvements of the grid which are defined by the
suitable indicators [54]. Moreover, the Council of European Energy Regulators are stressed HC as the
key inductor for the capacity assessment of the distribution and transmission grid for providing electricity
to the consumers by collecting and bringing to them [153]. In addition, the other HC approach benefits
is indicators value possibility to be affected by the network or system operators [54].

In order to express the hosting capacity role as a regulatory framework, the following definition by
authors in [109] has been proposed:

"The hosting capacity is estimated as the maximum penetration of DG where the distribution
network yet operates based on its design criteria and network planning according to the
European standard EN50160."

In Italy, many regulatory efforts have been done to have a more transparent and efficient connection.
In this regard, to find the regulation framework for the DER integration, current system robust technical
information and system potential HC is necessary. As it was expressed before, a study for evaluating HC
of Italy distribution grid by AEEG has been started in 2009 [106], [154]. Later,the Italian transmission
operators identified the HV lines and some grid areas where connecting DG is vital. Moreover, AEEG
uses HC evaluation and the ways to increase it as the smart grid solution implementation.

Therefore, AEEG mainly gives the priority to the smart grid projects with hosting capacity develop-
ment. Therefore it could commences a valued benefits indicator from smart grid technology investments
for the grid. The following equation shows the acceptable growth of DG power injection to the grid
without any grid reinforcement and violating technical constraint:

Psmart =
EIpost − EIpre

8760
(2.19)

where EIpost is the yearly amount of DG injection to the grid without violating the technical con-
straint after the grid smartening in MWh, EIpre is the yearly amount of DG that can be injected to
the grid without any risk of reverse power flow before the grid smartening in MWh. Both values are
calculated based on the grid structure and HC approach.

In general, the aim is to obtain an indicator based on the DSO assessment. Therefore, the number of
HC level could be defined as the type of DG to define the exact HC is important.

In Australia the HC approach to define the limit of DG injection to its grid has been explained in
[155]. The criteria which have been considered in this project is consisting transformer and network
capacity, generating units minimum load, voltage rise, and reverse power flow. Then, by using a mathe-
matical model the hosting capacity will be evaluated according to all aforementioned criteria. Moreover,
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all costumers could be informed monthly about the permissible amount of PV injection in each specific
city [156]. As an example, a map of possible RES connection for all MV, HV and extra high voltage grid
of France has been published by considering a some amount of curtailment on the connection rules.

2.4 Summary

In this chapter, current regulatory scenarios of energy planning including international and European
environmental polices and regional roles had been explained. These policies motivated European Union
for a fast renewable energy sources deployment in the last years (e.g. 20-20-20 package has been marked
a turning point in the EU electricity sector pushing to develop renewable energy sources). However, due
to massive renewable energy integration around the world and specially Europe the importance of con-
sidering and evaluating hosting capacity for the grid network was highlighted in this chapter. Generally,
power system performance is affected by changes in the generation and load patterns. Hence, the HC is
defined by an algorithm which determines the amount of acceptable DG without endangering the grid
power quality and reliability with respect to some limits, i.e. steady-state voltage limits, transformer and
lines thermal limits and fast voltage variations.

The proposed approaches in the literature are mainly based on iterative calculations, aiming at esti-
mating the maximum DG penetration admitted in every bus according to the considered technical limits;
the HC is evaluated for a single constraint at each time and the overall HC is defined as the minimum
HC over all the constraints. However, in some specific networks the required data for hosting evaluation
are missing, thus in the next chapter parameter estimation has been proposed to define all the required
grid parameters.
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CHAPTER3
Power System Parameter Estimation

3.1 Introduction

Power system State Estimation (SE) has been considered as a critical part of the transmission
systems management and operation due to the concept development in early 1970 [157]. SE is
a fundamental tool to show the real-time behavior of power systems. This process defines the

system state including voltage and angle of each bus based on the grid parameters [158]. For that matter,
at the present time state estimators are used to make power system more secure and economic, hence
SE is the main part of Energy Management System (EMS). The SE procedure is assigning a value to an
unknown system state variable based on imperfect measurements and statistical criterion for maximizing
or minimizing.

In this thesis, on the contrary, starting from information on states (voltages, Power Flow (PF), etc.)
the goal is to find parameter values as much accurate as possible: as decisions making depends on current
parameters and on states, accurate system parameter estimation is a critical problem. Hence, their values
are to be defined indirectly through an inverse state estimation procedure [157]. The reverse problem
(Parameter Estimation (PE)) is set up using some variables (voltage magnitudes, PF, etc.) to estimate the
network parameters, assuming a π-equivalent model for each branch of the network (series reactance and
resistance, line charging). In the inverse state estimation procedure, measurements or available informa-
tion are fit into the proposed model, and parameters are adjusted to minimize mismatches between given
values and estimated values [159]. This approach is based on the theory developed for state estimat-
ing the values of parameters based on available measured data and taking into account the probabilistic
modeling of the error and also truncation errors that can significantly affect results [160].
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A PE model is proposed, where:

• Available information (either measurements or results of a PF computation made available) is as-
sumed to represent the real state of the system and hence are modeled like available measurements.

• Network parameters are modeled as the independent control variables of a minimization problem.

In this chapter, after talking about different state estimation procedures, the proposed methodology
in this thesis have been discussed. After that the real-life case study (Tanzania transmission grid) has
been introduced deeply and at the end results and discussion have been presented.

3.2 State Estimation Procedures

The theory of estimation is a part of signal processing and statistics that using available measurement
sets, can estimate the immeasurable states. There are physical relationships between the parameters that
their values influence the distribution of the measured data.

The idea of SE had been proposed by Gauss and Legendre in early 19 century [161]. Then, in 1970,
power system SE as a mathematical curiosity was proposed by Fred Schweppe to define the voltage and
angle of the network [162], [157], [163]. The SE output data consists of phase and voltage of the nodes,
while the input data is including lines resistance, reactance and susceptance and a set of measurements
that contains power flow in each bus and through each line, though all the measurements across the
network have some faults and uncertainty. The power system model could have two different type of
errors consisting parametric error and non-parametric errors [164]. The first group could happen due to
usage of incorrect parameters value such as resistance or susceptance, while the non-parametric error
could occur when the approximate model of the power system was used instead of the real one [165],
[166].

Although phasor measurement unites could be installed in each point of the network to measure the
aforementioned parameters, it is not applicable in terms of economical overview. Hence, the existence of
SE application in power system is vital and could be defined as “boarding pass” of the system monitoring
and control application. Applying SE according to Supervisory Control And Data Acquisition (SCADA)
measurements and power system model could give us the best estimation of the current voltage phasors,
the position and statues of the tap changers and circuit breakers.

Fig. 3.1 demonstrates the role of state estimation in Energy Management System (EMS). The fol-
lowing real examples make the importance role of SE clearer: the inappropriate information regarding
the conditions of the systems circuit caused the big blackout in New York state in 1977 [167]. Hence, the
real time electricity market control and operation is highly dependent on the information of power system
states. In shorter words, certainly state estimation procedure in the modern power system is crucial as it
is the connector of real time information and power system control and operation.

The state estimation procedure could be summarized as follows:

1. Converting the model of switching device/bus section to bus/branch model.

2. Confirming if the system could be observed or not.

3. Obtaining the states and measurement estimates.

4. Performing the residual analysis to check the consistency of SE.
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Figure 3.1: The role of state estimation in EMS

The decades of research in the area of SE leads to a diversity in the algorithms and approaches for
it. The authors in [168], [169], [170], [171] reviewed these methods completely. Moreover as SE has
different applications, different approaches are needed to be used such as conventional SE [169] and
distributed SE (Multi Area State Estimation) [172]. Although state estimation could be categorized into
many groups, however in this thesis it is classified in to three different groups: static state estimation,
dynamic state estimation and distributed state estimation. A brief overview of them are provided in the
following.

3.2.1 Static State Estimation

Since the energy demand has been increasing these days, the real time monitoring, and controlling of
power system using EMS are becoming more complex and vital [173]. Therefore, to improve the grid
real-time monitoring, shorter intervals are needed for updates. Thus, SE for calculating state vector with
high accuracy after collecting measurement set from SCADA or phasor measurement unit is inevitable
[174]. If a state vector was estimated at the instant time using the measurement set at the exact instant
time, then it will be called as the Static State Estimation (SSE). Most commonly used criterion for SSE
in power system relies on Weighted Least Square (WLS) approach to minimize the norm of residues of
measurement which is based on the linearization power system equations, this procedure is completely
explained in [175], [162], [157], [163], [161]. In the following a brief introduction of WLS is presented.

Weighted Least Square State Estimation

In a N bus system, there are 2N − 1 system states which includes the bus voltages and bus angels
except the slack bus (reference bus) angle which is considered zero. The structure of the state vector is
organized in the way to show the voltage magnitude first, and then voltage phase angles are shown in
continue, equation 3.1 shows this vector.

x = (|V1| |V2| ... |VN | θ2 θ3 ... θN ) (3.1)
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The state estimator using the measured data set (Z) from the power system (SCADA), as an input
including power flows through line (Sflow), power injection of nodes (Sinj) and voltage magnitudes
(Vmag), could estimate the system states. However as it is obvious in any estimation there are some
nominal errors inevitably, 3.2 and equation 3.3 shows the aforementioned vector in following.

Z = h(x) + e (3.2)


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.

.

.

em


(3.3)

where h(x) is the nonlinear function of system states (x) and e is the normally distributed measure-
ment error. Equation 3.4 represents the measurement vector, equation 3.5 as a non-linear function to
relate the states to the measurement and equation 3.6 as the measurement vector error.

ZT = [Z1, Z2, . . . Zm] (3.4)

hT = [h1(x), h2(x), . . . hm(x)] (3.5)

eT = [e1, e2, . . . em] (3.6)

The covariance of noise vector with the gaussian (normal) distribution composes the covariance
diagonal matrix R with the measurement inputs. Actually, considering the error vector with mean value
equal to zero and assuming that they are uncorrelated and independent from each other, make WLS
algorithm tries to minimize the weighed sum of the measurement errors squared.

E {ei} i = 1, 2, ...,m (3.7)

E {eiej} i = 1, 2, ...,m j = 1, 2, ...,m i 6= j (3.8)

cov(e) = E
{
e.eT

}
= R = diag

{
σ2

1 , σ
2
2 . . . σ

2
m

}
(3.9)

where m characterizes measurements number and (σi) is the standard deviation of the SCADA mea-
surements errors which is mostly related to the accuracy of the corresponding used meters. Equation
3.10 in following represents the measurement Jacobian matrix H as a partial derivatives of h(x) respect
to x.
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H =

⌊
∂h(x)

∂x

⌋
=
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∂Qinj

∂Vang

∂V
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0


(3.10)

The goal of WLS algorithm will be accomplished when the following objective function is mini-
mized.

J(x) =

∑m
i=1(zi − h(x)i)

2

Rii
= [z − h(x)]

2
R−1 [z − h(x)] (3.11)

The weighting process in this algorithm is giving more weight to the more accurate measurement and
less weight to the less accurate one; the weighting factor is the measurement standard deviation inversed
square. Thus, to minimize equation 3.11 the first derivative respect to x has to be satisfied:

g(x) =
∂J(x)

∂x
= − [H(x))]

T
R−1 [z − h(x)] = 0 (3.12)

The mentioned equation could be solved by Gauss-Newton method.

xk+1 = xk − [G(xk)]
−1
.g(xk) (3.13)

where the number of iteration is shown by k and the state vector in this iteration is represented by
xk. The gain matrix (G(x)) which is signified in the following is usually sparse and could break apart to
its triangular factors.

G(xk) =
∂g(xk)

∂x
= [H(xk)]

−T
.R−1.H(xk) (3.14)

g(xk) = − [H(xk)]
T
.R−1. [z − h(xk)] (3.15)

Backward and forward substitution are used to solve the linear equation 3.16.

xk+1 = xk − [H(xk)T .R−1H(xk)]−1[−H(xk)T .R−1(z − h(xk))] (3.16)

In the following equations, the convergence criterion has been stated as the exceeding of the defined
maximum number of iterations or going beyond the defined acceptable range of state variables. However,
the constraints in equation 3.18 which is the objective of WLS is rarely considered in real time operation
because of implementation time [176].

max(∆xk) ≤ ε1 (3.17)

Jk+1 − Jk ≤ ε2 (3.18)
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The computational steps for applying WLS algorithm are briefly mentioned as follows [177]:

1. Start iteration by number i=1.

2. Initialization of state vector.

3. Reading the input of measurements.

4. Building measurement Jacobian (H(x)).

5. Calculating gain matrix (G(x)).

6. Solving ∆x.

7. Checking convergence limit.

8. If the convergence criteria are not accomplished yet, go to step 4 and increase iteration.

In the literature there are many works proposing new procedures to improve WLS in specific aspect.
In [178], [179] the voltage magnitude and the voltage angles are estimated singly by the fast-decoupled
SE. In this approach the voltage values are related to the reactive power injection, whereas voltage
angels are concerned by active power. The proposed method in this paper could be performed in parallel
so it could improve the assessment time. The power system regularized least square in [180] assessed
the observability issues in different WLS and proposed a method which could be performed in case of
partial observability. In [181] Levenberg MarquardtLM algorithm was used instead of typical Newton
Raphson approach to solve the WLS objective. This paper proved that this algorithm is useful in case of
partial observability and ill conditions.

The aim of WLS state estimation is overwhelming the normal distributed measurement errors in-
herently. However, in real life due to the contaminated measurement with error, the estimation will be
deviated. Thus, the introduction of a new approach to identify, modify or eliminate the inaccurate data is
necessary here. In this regard, in [182] and [183] a straightforward method according to the comparison
of the expected value with defined threshold has been proposed.

One of the main disadvantage of WLS algorithm is the execution time which is high as in each itera-
tion gain matrix needs to be built and factorized. In order to reduce the operational time, an assumption
could be made that the elements of this matrix have very little changes during each iteration as power
equations are insensitive to voltage angles. Hence using a constant gain matrix is recommended by these
assumptions [177].

As it was mentioned at the beginning of this section, the WLS assumption has been discussed, con-
sidering the zero mean value for measurement which makes some challenges for large scale application
such as “sensor-less” technologies (e.g. A/D converters). To tackle this problem as the calibration error
are constant compare to normal distributed measurement error, one of the suggestion would be consid-
ering parallel state estimation with measurement calibration [184]. The other perquisite of WLS is the
observability of the system. Hence, authors in [185] and [186], have proposed some approaches for
observability analysis.
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3.2.2 Dynamic State Estimation

Due to the quasi-static behavior of nature, the power system states change slowly with time. Moreover, if
the changes are in the load or in some special occasion such as contingency, the system must be monitored
very thoroughly. Hence, it is compulsory to do the estimation of the state in high frequency rate. For
this reason, SSE could not be a good option as the duration between two estimates is more than what
is expected here which leads to a weak-state-correlation. To do so, Dynamic State Estimation (DSE) in
the modern power system with the new EMS system becomes very important. In this regard, by using
the present states of the power system and the system physical model information, DSE could forecast
the state vector of next instant time [187], [188], [189]. After the arrival of the new measurements of
the next instant time, the forecasted values are filtered in order to obtain a more accurate state estimation
procedure. Hence, DSE compared to traditional SE has several advantages such as:

• As security analysis may be done in advance, there will be more time for controlling in the emer-
gency situation.

• It could identify and reject the bad data.

• It replaces pseudo measurement with high quality value leading to avoid harsh conditioning.

In [190] a computational algorithm using a new weight function for robustness of DSE has been
discussed. In 1973, Masiello introduced the concept of state estimation tracking. After that, Leite da
Silva improved this method and described the state transition equations [191].

In DSE there are two equations giving us the system description; equation 3.2 in the previous section
and equation 3.19 as follows:

x̄t+1 = Φt→(t+1)(xt) + vt (3.19)

where, x is showing the system states in time instant t and forecasted t+ 1, Φt evolution function of
the system and vt is the evolution time error including white noise.

In overall, DSE has two important phases: prediction and filtering [168], which have been discussed
in following.

Prediction : The state variable forecasting contains the model and behavior of the power system.
The forecasting procedure in this system is based on the last estimation and dynamic state of the system.
In order to make an advance dynamic state estimator, defining the correct mathematical equation of
the state time evolution is vital. Whereas, due to the importance of having the precise and correct
knowledge of the future behavior of the system such as load and generator, it is not an easy task to
obtain that mathematical equations. Hence some methods are used in order to complete this prediction
step including load forecasting and generator dynamic model. Opposite of SSE that considers linear
mathematical model for the ease of calculation [192], DSE uses nonlinear model. Even the typically
used algorithms in DSE prediction part (fuzzy logic [193] and Artificial Neural Network (ANN) [194])
are also complex and have time-consuming process. Hence, DSE is not widely used in real life [189].

Filtering: It filters out the bad data using the combination of forecast information in the previous
section and actual on arrival measurements. For this step the Kalman Filter (KF) is widely used which is
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discussed briefly in the next part. Moreover, the extended Kalman Filter could be used in DSE because
of the non-linear relationship of power and voltage. In the following table, some of combinations of
these two phases from the literature are summarized.

Table 3.1: Combination methods for DSE

Prediction Estimation

Noise Model
Kalman Filter [195]
Extended Kalman filter [196]
Kalman-Bucy filter [197]

Linear Exponential Smoothing
Extended Kalman filter with anomaly suppression [190]
WLS algorithm [198]

Dynamic Generator Equations Kalman filter variant [199]
ANN based busload prediction Extended Kalman filter [194]
Current State and Change at Neighbors M-estimation [200]

Kalman Filter

In 1960, for the first time the Kalman filter theory was presented, the full formulation and its theory
could be found in [201]. After the introduction of Kalman filter, many power system applications have
been performed using it such as [202], [203] and [204] which the authors used Kalman filter for distance
relaying scheme, relaying power system measurements and harmonic analysis respectively. As the power
system equations has nonlinear trend, extended Kalman filter has been proposed [205]. In [206] and
[207] a dynamic model of power system for calculation of the active and reactive power injection using
Jacobian is discussed.

Kalman filter which is also called optimal estimator could calculate the parameters state in an uncer-
tain and noisy condition in online mode. The mathematical model of Kalman filter is presented in the
following:

xk+1 = Axk +Buk + wk (3.20)

Where, x is showing the system states at discrete time instant of k and k + 1, uk represents a set of
control variables and finally matrix A and B are linking the state variables at time k to time k + 1.

Like WLS algorithm this method also needs some assumption which are written in the following:

E [x0] = x0 (3.21)

E [wk] = 0 ∀ k (3.22)

E [x0, wk] = 0 ∀ k (3.23)

E [vk] = 0 ∀ k (3.24)

E [x0, vk] = 0 ∀ k (3.25)
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3.2. State Estimation Procedures

E [vj , vk] = 0 ∀ k 6= j (3.26)

E [wj , w] = 0 ∀ k 6= j (3.27)

It is also assumed that the initial estimates (x0) and its covariance matrix (p0
x) at any time instant are

known. Therefore, the computational steps of Kaman filter can be expressed shortly in following:

1. Initialization of the initial estimate and its covariance matrix.

2. Reading the measurements input.

3. Calculating ∆zk.

4. Calculating Jacobian matrix Hk.

5. Calculating Kalman gain Gk according to equation 3.28.

6. Solving ∆x according to equation 3.29.

7. Updating error covariance matrix according to equation 3.30 and equation 3.31.

8. The aforementioned steps will be repeated for defined tolerance ∆x limit.

As it was discussed in the previous chapter, the initial estimate errors have zero mean value and they
are uncorrelated with each other which means they have only diagonal inputs in their covariance matrix.

Gk = P0H
T
k (HkP

0
kH

T
k +R)−1 (3.28)

∆x = Gk(∆zk − h(xk)) (3.29)

Pk = (I −GkHk)P 0
k (3.30)

P 0
k+1 = Pk +Qk (3.31)

Using Kalman filter adopting two different methods considering equality and inequality constraints
were discussed in paper [208]. One of the method is restricting the optimal Kalman gain and the other
one is projecting the unconstrained estimate. Extended Kalman Filter for DSE using fuzzy control theory
is discussed in [189].

3.2.3 Distributed State Estimation

Estimating the system state in single state estimator results optimal estimate which is called integrated.
However, according to computational efficiency the integrated state estimation cannot perform well. That
is why the usage of Distributed State Estimator (DSSE) results to state estimation computational time
reduction. DSSE can be categorized into some groups according to some criteria such as follows [172]:
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• Overlapping areas

– Non-overlapping

– Border-bus overlapping

– Tie-line overlapping

– Deep overlapping

• Computing architecture

– Hierarchical architecture

– Decentralized architecture

• Coordination methods

– State estimation level

– Iteration level

– Hybrid condition

• Measurement synchronization

• Process synchronization

– Classical distributed state estimation

– Agent-based distribution state estimation

In the literature, there are mainly two approaches for solving DSSE including weighted least square
approaches and power flow approaches.

Weighted Least Square

The author in [209] proposed a DSSE using WLS and three phase modeling approach. In this pa-
per, the estimated quantities uncertainties were defined by calculating the bus voltage and power flow
deviations. Also, a three-phase current estimator was proposed in [210] to minimize the WLS objec-
tive function. In this paper, the measurement values of power, voltage and current are transformed to
their corresponding current. In addition, the Jacobian matrix are considered constant with the value of
admittance elements. Then in [211] Lin and Tang improved the convergence speed of this method by
decoupled formulation and measurement pairing. In this article the SE has equality constraints based on
the measurement of corresponding current in rectangular coordinates.

In [212] a new method was introduced in order to define the branch currents as state variables. The
main target of this algorithm is radial and weakly meshed system which helps to make the computational
effort very efficient. Wang and Schulz in [213] developed this method by revision of DSSE branch cur-
rent in terms of parametric variation and they could estimate the load through automated meter reading.
Moreover, in this work the impact of measurement location and types on the estimation procedure have
been discussed.
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Power Flow

Real measurements are considered in [214] as solution constraints using a probabilistic extension of
radial load flow algorithm for DSSE. In this paper, the aforementioned algorithm which could use for the
non-normally distributed loads also could use for the load diversity and can interact with a load allocation
routine. This method has been explained by the radial nature of distribution grid and state variables are
considered as random variables; the experimental results of this algorithm is presented in [215].

Gauss-Seidel algorithm for performing load flow SE in radial distribution network was used in [216].
In this work, the load profiles were taken from the historical data and they scaled according to the actual
measurement. Similar method was performed in [217] by Roytelman and Shahidpour using Kirchhoff
law based on current balancing.

3.3 Proposed Parameter Estimation Methodology

The study in this chapter has been done in order to obtain the reliable network data starting from infor-
mation that can readily be found. Currently, in emerging countries the available information regarding
the electrical network is typically in the form of paper network diagram where simple power flow (PF)
results are graphically reported: nodal voltage magnitude and power flows in the branches of the network
(published for specific operating conditions, e.g. yearly peak load, sometime related just to a fraction of
the main grid). Usually, this information does not cover the minimum necessary set of network data for
further planning or operation analysis (power flows, optimal power flow, security analysis, etc.). Here a
procedure for reformulation of the traditional state estimation problem is proposed to find out network
parameters using the available data that can be retrieved from public reports (in most cases, just paper
diagram). This problem is very important from the practical point of view when trying to set up a project
in countries where complete information is not available.

Accurate parameter estimation is crucial as decisions making depends on current parameters and on
states. Hence, in this thesis the goal is to find the parameters as much accurate and precise as possible.
To do so, these values will be defined indirectly through an inverse state estimation procedure. This pa-
rameter estimation by some variables could estimate the network parameters. This approach is based on
the developed theory for state estimating the values of parameters based on available measured data and
taking into account the probabilistic modeling of the error and also truncation errors that can significantly
affect results.

3.3.1 Available Information

The developed model in this thesis relies on the knowledge of the following:

• Network topology in terms of network buses, branches, location of generators and loads and their
interconnections.

• Typical information commonly available on network diagrams (they could be the output of either
a state estimation procedure or a PF computation) which includes some set of variables: voltage
magnitudes, and/or real and reactive branch power flows, and/or real and reactive power injected
by the generators and withdrawn by loads. Such variables could be available for the whole grid or
just for some selected busses or areas.
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3.3.2 Problem Definition

The main concern with the available information (namely, public data) is the numerical accuracy due
to truncation of values: the accuracy can range from ±1 kV to ±0.01 kV for voltages and from ±1
MVA to ±0.01 MVA for power flows. This leads to an accuracy generally much lower than the standard
tolerances of the PF; hence, this is a first source of inaccuracy in the calculation of the network param-
eters starting from available data. In this thesis, the above-mentioned issue is mitigated by solving an
optimization problem derived from the traditional state-estimation, which makes it possible to exploit
redundancy of information. The available input data is collected into a vector xm, and the distance to the
estimated values of xm, xest is minimized by solving the following optimization problem:

min
[
xm − xest

]T
.W.

[
xm − xest

]
(3.32)

where xm is the column vector of the input values, e.g., voltage magnitudes, power flows through
branches etc. xest is the column vector of the corresponding estimated values, linked by means of the
non-linear PF equations as constraints. These constraints are functions of the network parameters to be
determined. W is the diagonal matrix of weight coefficients, which consider the accuracy of each input.

In the following subsections, the proposed model is described in detail.

3.3.3 Electrical Branch Model

The network parameters of interest are series and shunt impedances describing the electric branches of
the network. In this thesis, the well-known π-equivalent branch model is adopted [218]. The model is
depicted in Fig. 3.2.

Figure 3.2: The π-equivalent branch model.

In Fig. 3.2, Vf stands for the voltage phasor of the “from” bus of the branch while Vt stands for the
voltage phasor of the “to” bus of the branch. These are described by equations 3.33 and equation 3.34.

V̄f = Vf .e
jδf (3.33)

V̄t = Vt.e
jδt (3.34)

According to Fig. 3.2, three parameters need to be determined: the branch series impedance (magni-
tude Z and angle θ) and the line charging B:

Z̄ = Z.ejΘ = rs + j.xs (3.35)
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B̄ = jB = j
bc
2

(3.36)

In the defined optimization problem variables Z, Θ and B are determined such that the estimated
power flows in the branches are converging towards the known, measured values. These power flows are
computed according to [219], [201]:

Pft =
V 2
f

Z
cosΘ− VfVt

Z
cos(δf − δt + Θ) (3.37)

Qft =
V 2
f

Z
sinΘ− VfVt

Z
sin(δt − δf + Θ) +BV 2

f (3.38)

Ptf =
V 2
t

Z
cosΘ− VtVf

Z
cos(δt − δf + Θ) (3.39)

Qtf =
V 2
t

Z
sinΘ− VtVf

Z
sin(δt − δf + Θ) +BV 2

t (3.40)

3.3.4 Optimization Model

According to equation 3.32 and the previously defined electric branch model, the vectors xm , xest and
W , describing the proposed optimization model can now be defined as:

xm =
[
Pmft,1 ... P

m
ft,l P

m
tf,1 ... P

m
tf,l Q

m
ft,1 ... Q

m
ft,l Q

m
tf,1 ... Q

m
tf,l V

m
1 ... V mn

]T
(3.41)

xest =
[
P estft,1 ... P

est
ft,l P

est
tf,1 ... P

est
tf,l Q

est
ft,1 ... Q

est
ft,l Q

est
tf,1 ... Q

est
tf,l V

est
1 ... V estn

]T
(3.42)

W = diag
(

[WPft,1 ... WPft,l WPtf,1 ... Wtf,l WQft,1 ... WQft,l WQtf,1 ... WQtf,l WV 1 ... WV n]
T
)

(3.43)

In equation 3.41, Pmft,1, Pmtf,1, Qmft,1, and Qmtf,1 are the known real and reactive power flows in
the branches of the network, while Vm are the known nodal voltage magnitudes, and l and n are the
number of branches and buses respectively. Moreover in equation 3.42, P estft,1, P esttf,1, Qestft,1, and Qesttf,1
are calculated using equation 3.37 – 3.40 while V est stands for the estimated nodal voltage magnitudes.

According to 3.44 there is an error with input measurements. Thus, for the evaluation of W coef-
ficients, uniform distribution of data’s error is assumed. Measurement error could be distributed to the
interval from −A to +A which is related to the procedure of rounding. Fig. 3.3 represents the rounding
error according to probability density function.

xest = xm ±∆x (3.44)

The amount of W coefficients is calculated as [220]:

W =
1

σ2
(3.45)
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Figure 3.3: Uniform distribution of error.

where:

σ =
A√
3

(3.46)

Hence, different variables have different weights; very accurate input data have higher weights, as
they are more trustable [220]. The mentioned model could be solved with one of the nonlinear solver in
MATLAB, such as fmincon, fminunc.

3.4 Validation of the Proposed Approach

The energy sector in emerging countries is currently under strong development and hence it is a very
attractive area for business and industry. Due to the peculiarities of these countries, micro-grid solutions
are of interest. However, private companies interested in micro-grid opportunities often have difficulties
in finding information required for the evaluation and development of their projects; this includes perti-
nent laws and regulations, benchmark project-development costs in off-grid areas, local socio-economic
indicators and the current state of energy access, data regarding the existing grid and so on. To bridge
this gap, the energy sector encourages more and more actors to enter the market. In this regard, public
institutions such as rural electrification agencies, are playing an important role by giving consultation for
suitable micro-grid sites and grid extension [221].

In order to properly approach the problem, a real-life case study has been selected: Tanzania. The
National Energy Policy is implementing new policy to ask for availability of updated information, espe-
cially grids models/data and renewable energy sources database from Tanzania Electrical Supply Com-
pany (TANESCO) and Rural Energy Agency. The data should be available and freely downloadable
from the website of Ministry of Energy and Minerals [222]. Although information can be made avail-
able very simply through media, the preparation of this information requires trained professionals who
can use suitable engineering tools for data collection. Actually, notwithstanding the above-mentioned
statements, it is often very difficult to get reliable and certified grid data.

As it was mentioned before, currently in Tanzania, the available electrical network information is
typically in the form of paper network diagram where simple power flow results are graphically re-
ported: nodal voltage magnitude and power flows in the branches of the network (published for specific
operating conditions, e.g. yearly peak load, sometime related just to a fraction of the main grid) which
do not provide us a set of full data for advance planning and operation. Hence, by using the traditional
state estimation reformulation discussed in the previous subsection and the available data, the network
parameters will be determined.
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3.4.1 Tanzania in Brief

In 1964, the United Republic of Tanzania was organized by the Tanganyika union (Tanzania mainland)
and Zanzibar. This country is located in East Africa and has border with Rwanda, Burundi and Demo-
cratic Republic of Congo in the west, Kenya and Uganda in the north and Mozambique, Malawi and
Zambia in the south, while it is bordered with Indian Ocean to the east. In terms of land, 93.4 %
(883,000 sq. km.) of this country is land area and the percentage of 6.6% (62,000 sq. km.) are covered
by water. Tanzania has 29 administrative regions in the mainland and 5 regions in Zanzibar. Fig. 3.4
shows the geographical overview of this country.

Figure 3.4: Tanzania geographical overview.

Although the official capital city of Tanzania is Dodoma where the government offices and political
places is located, the most important seaport and commercial places are located in Dar es Salaam. The
total population of this country in 2012 was about 45 million people that 80% of this population are
living in the rural area.

Tanzania Energy Sector

There are many natural energy resources in Tanzania such as solar, wind, hydro, uranium, natural
gas, coal, biomass and geothermal which still most of them are untapped. Fig. 3.5 represents Tanzania
energy sector; it defines 90% of main energy is supplied by biomass for cooking and heating in rural
areas, 8% by petroleum for rural and urban transportation, 1.5% by electricity mainly in urban areas for
industry and commercial activity and the rest by coal for residential heating and lighting [223].

Some specific information about these RES specifically in Tanzania are described in following:

• Solar energy: As Tanzania lies across the equator has plentiful solar insolation (200Wp/m2).
Hence, there are several off-grid projects by solar power for households especially rural area.

• Wind energy: There are several wind sites (Singida, central part of Tanzania and Makambako in
south west) for commercial electricity generation which are typically working with average speed
of 5 to 9 m/s annually.

• Biomass energy: Several sugar factories and wood industries are generating electricity for their
use by cogeneration generator, moreover they could inject the excess to the national grid.
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• Hydro energy (small scale): All or part of the production of 141 hydro sites with the capacity of
10 MW in Tanzania could be sold to national grid with the defined feed in tariff.

• Geothermal energy: Tanzania is transacted by East African Rift Valley basin with high geothermal
potential. However, there are some constraints for it development such as investment cost and
insufficient data and human.

Figure 3.5: Tanzania energy sector.

Tanzania Power Sector

In 1908, the colonial authority introduced the electricity to Tanzania. Then, in 1931, two electric
company with names of DARESCO and TANESCO were established. After the independence happened,
in 1961, the government asked for some shares from each company. The two utilities were joined in 1975,
when the government acquired their all shares and called it TANESCO.

The energy policy is formulated through the Ministry of energy and Minerals (MEM) in Tanzania.
The aim of electricity acts in MEM is attracting more private sectors to ending up TANESCO monopoly.
Moreover, MEM established the electricity import and export in Tanzania. In addition, the responsibility
of technical and economic regulation of electricity, water, natural gas and petroleum is with Energy and
Water Utility Regulatory Authority in this country as Rural Energy Agency is responsible for enhancing
energy services in rural areas. The role of government in this framework is facilitates the activities and
investments by private sectors. Fig. 3.6 and Fig. 3.7 show the existing (2015) and planned (2016-2025)
TANESCO grid power network.

Current Power Situation

The electricity peak demand in Tanzania was reported by 1026.02MW in 2015 (On-grid), while the
total generated energy in this year by TANESCO was 6227 GWh and imported neighboring countries
was 1,621MWh; Fig. 3.8 illustrates the current and projected situation of it. Moreover, in each year
according to the government report the electricity demand will be grown by 10 to 15%. In the same year,
the official access to electricity was stated by 30% which the majority of this number of people are in
urban area. Hence, the aim of Tanzania’s government is to increase the connections to 30% by 2015,
50% by 2025 and more than 75% by 2033. However, extending the National Grid to many parts of the
country including rural areas is not financially and economically feasible [223].
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Figure 3.6: Tanzania existing grid power network.

Figure 3.7: Tanzania planned grid power network.

The average tariff for 1 kWh is priced 0.126 US$, while there are four different price rates is defined
in Tanzania:

• Domestic low usage (D1): the consumption less than 50 kWh per month with 230 V is subjected
to subsidy.
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Figure 3.8: Tanzania projected power situation.

• General usage (T1): the consumption below 283 kWh and upper than 50 kWh per month with 230
V or 400 V.

• Low voltage usage (T2): the consumption above 7500 kWh per month with 400 V.

• High voltage usage (T3): the consumption with 11 kV and above.

As it was already mentioned, TANESCO owns the whole transmission and mainly the distribution
network in Tanzania. The transmission network in Tanzania has four different voltage levels: 440 kV,
220 kV, 132 kV and 66 kV which have 4 lines (670 km), 18 lines (3,610 km), 16 lines (1,662 km) and
5 lines (543 km) respectively. The number of 38 primary substations (2,189 MVA) are located in this
network. While, the distribution system in Tanzania includes 33 kV, 11 kV and 400 V lines with the
length of 17,079 km, 5,384 km and 40,094 km respectively.

The total installed power capacity in Tanzania was reported 1509.85 MW. Also, TANESCO imports
8 MW and 5 MW from Uganda trough 132 kV and Zambia via 66 kV. Fig. 3.9 and Table 3.2 show
the installed capacity and total production in 2015 [223]. The total number of customers was informed
around 1 million, and in each year there will be 90 thousand new connections. Thus, the amount of
generation needs to be increased. Fig. 3.10 illustrates this increasing.

(a) Grid and off-grid intalled capacity. (b) Grid and off-grid Production.

Figure 3.9: Power installed capacity and production in Tanzania.
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Table 3.2: Tanzania energy mix and their potential

No. Energy Sources Installed Capacity Potentioal Capacity by 2025
1 Hydro Power 566.79 MW 4.7 GW 2,090.84 MW
2 Natural Gas 711 MW 55 Tcf 4,469 MW
3 Liquid Fuel 183.9 MW - 183.9 MW
4 Off-grid Stations 201.44 MW - -
5 Coal - 1.9 T billions 2,900 MW
6 Wind (5 - 8 m/s) - 200 MW 100 MW
7 Solar (4.6 / kWh /m2) 4 MW - 100 MW
8 Geothermal - 5 GW 200 MW
9 Biomass 35 MW 500 MW -
10 Improved Power 16 MW - -

Figure 3.10: Tanzania planned grid power network.

Tanzania Power Sector Challenges

Since the electricity sector in Tanzania is heavily relies on hydropower energy, in the time of drought
it cannot be assured. Hence, drought has some impacts on the power such as Loads curtailment, reserve
capacity reduction, frequent black out and high generation cost. The next challenges in Tanzania could
be undistributed generation; overloaded transformer in transmission and distribution grids cause high
technical losses. Moreover, due to the high expense of national grid extension the electricity access and
also electricity penetration is very low. In other words, unreliable energy supplies, distance from the
utility grid, same entity for TSO and DSO and no public data availability for transmission and distribu-
tion grid (the only source are limited to “Map of the main lines”, “general information on the voltage
profiles”) are some of the issues.

Therefore, in Tanzania a reformation for Electricity Supply Industry (ESI) starts to happen. The
aim of this reformation is growing access and connection level, also providing a better environment in
distribution and generation part for private investment. The flowchart in Fig. 3.11 shows these specific
objectives of ESI primary reform. By ESI reform, TANESCO plans to increase the number of customers
with reducing connection fee by 60% in urban area and 75% in the rural area.
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Figure 3.11: Reform flowchart of ESI.

3.4.2 Test Case Model

To test the methodology, the Tanzania transmission grid, with total 1081 MW real load and 327 Mvar
reactive load, was adopted. This power system is made of 38 buses and 41 branches, while the available
data consists of the diagram reported in Fig. 3.13, where nodal voltage magnitudes at each bus and the
real and reactive power flows in each branch of the network are shown. The voltage magnitudes are
known with an accuracy of ±0.0005 p.u., while branch power flows are rounded to integer numbers;
hence, the accuracy is of ±0.5 MVA. The data and the network topology have been obtained from [224].

To simplify the network and reduce the number of variables, the radial branches representing a trans-
former and ending with a generator were represented as an equivalent generator with active and reactive
power injections. Fig. 3.12 shows this simplification. In this way, the number of buses was reduced to
24 and the number of branches to 27. Moreover, the assumption proposed simplifies the needs to define
a model for each transformer; this task could be complex due to the lack of information about these
machines, e.g., no data are available about the winding connections, the nominal power, and on-load tap
changer.

Table 3.3 illustrates the nominal voltage of each branch and its length obtained from geographical
overview, as detailed in [225]. Then, a rough estimation of the required network parameters, i.e. series
resistance (RGe), series reactance (XGe), line charging (BGe), is obtained considering standard and
homogeneous per length parameters over the entire length of the lines according to Table 3.4. The
obtained values are reported in Table 3.5 in p.u.
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Figure 3.12: Radial branches simplification in the studied network.

Table 3.3: Length and nominal voltage of branches

Branch S/No. From bus To bus V (kV) L (km) Type of Conductore
1 1 3 220 15 Bluejay
2 2 3 220 172 Bluejay
3 2 3 220 179 Bluejay
4 2 6 220 130 Bluejay
5 3 4 220/132 0.1 Bluesjay
6 4 5 132/33 0.1 Bluejay
7 6 7 220/33 0.1 Bluejay
8 6 8 220 180 Bluejay
9 6 9 220 160 Bison
10 8 9 220 95.23 Bluejay
11 9 13 400/220 10 Bluejay
12 9 14 220 107 Bison
13 9 10 220 130 Bison
14 10 11 220 73 Bison
15 11 12 220 180 Bison
16 13 15 400 175 Bison
17 14 16 220 130 Bison
18 15 16 400/220 10 Bison
19 15 17 400 245 Bison
20 16 18 220 210 Bison
21 17 18 400/220 10 Bison
22 18 19 220 150 Rail
23 18 21 220 200 Bison
24 19 20 220 162 Rail
25 21 22 220 100 Bison
26 21 23 220 129.5 Bison
27 21 24 220 140 Bison
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Figure 3.13: Tanzania transmission network map.
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3.4. Validation of the Proposed Approach

Table 3.4: Tanzania transmission line parameters

Parameter 400 kV 220 kV Comments
Conductor ACCC: Flint ACSR: Drake

Size (MCM/MM2) 714/345.4 795/468.6
No. of Conductor per Phase 4 2

Current (A) 775 890
R 0.001718 0.007360 Per unit on 100 MVA base for 100km line
X 0.017723 0.072730
B 0.542608 0.022544

Normal Rating (MVA) 1720 540 80% of current rating
Emergency Rating 2064 650 120% of normal rating

Table 3.5: Adopted parameters from geographical overview

Branch
S/No. From bus To bus RGe

(pu.)
XGe
(pu.)

BGe
(pu.)

1 1 3 0.0011 0.0109 0.0034
2 2 3 0.0127 0.1251 0.0388
3 2 3 0.0132 0.1302 0.0404
4 2 6 0.0096 0.0945 0.0293
5 3 4 0 0.02 0
6 4 5 0 0.0333 0
7 6 7 0 0.0333 0
8 6 8 0.01325 0.1309 0
9 6 9 0.0118 0.1164 0.0361

10 8 9 0.007 0.0693 0.0215
11 9 13 0 0.0333 0
12 9 14 0.0079 0.0778 0.0241
13 9 10 0.009 0.0945 0.0293
14 10 11 0.0054 0.0531 0.0165
15 11 12 0.01325 0.1309 0.0406
16 13 15 0.003 0.031 0.9496
17 14 16 0.009 0.0945 0.0293
18 15 16 0 0.0333 0
19 15 17 0.0042 0.0434 0.3294
20 16 18 0.0155 0.1527 0.0473
21 17 18 0 0.0333 0
22 18 19 0.011 0.1091 0.0338
23 18 21 0.0147 0.1455 0.0451
24 19 20 0.0119 0.1178 0.0365
25 21 22 0.0074 0.0727 0.0225
26 21 23 0.0095 0.0942 0.0292
27 21 24 0.0103 0.1018 0.0316
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3.5 Results and Discussion

The proposed optimization model in Section 3.3 has been implemented and solved in MATLAB. There-
fore, the estimated parameters (Rest, Xest,Best) of this case study is presented in Table 3.6. In order to
do a mathematical check based on public model of data reported in Table 3.4 and the obtained data by
the proposed model, Fig. 3.14 illustrates the difference between the line parameters.

Table 3.6: Adopted parameters from parameter estimation approach

Branch
S/No. From bus To bus Rest

(pu.)
Xest
(pu.)

Best
(pu.)

1 1 3 0.0001 0.0016 0.001
2 2 3 0.0064 0.0909 0.225
3 2 3 0.0073 0.096 0.233
4 2 6 0.004 0.0793 0.3486
5 3 4 0 0.0345 0 0
6 4 5 0.0059 0.0547 0
7 6 7 0.009 0.1273 0.0006
8 6 8 0.0114 0.0489 0.307
9 6 9 0.0269 0.1336 0.2002

10 8 9 0.0103 0.0781 0.1208
11 9 13 0 0.0522 0.0002
12 9 14 0.0276 0.1352 0.1398
13 9 10 0.0084 0.0412 0.158
14 10 11 0.0173 0.0007 0.1308
15 11 12 0.0494 0.0281 0.1462
16 13 15 0.0034 0.0229 0.4686
17 14 16 0.02 0.053 0.1304
18 15 16 0.0417 0.0429 0.0056
19 15 17 0.0035 0.0267 0.4372
20 16 18 0.0362 0.1886 0.277
21 17 18 0.0006 0.0494 0
22 18 19 0.0165 0.0892 0.186
23 18 21 0.0386 0.1944 0.282
24 19 20 0.0211 0.1123 0.189
25 21 22 0.0169 0.0443 0.2784
26 21 23 0.0195 0.0608 0.173
27 21 24 0.0244 0.1198 0.1808

In addition, to evaluate the accuracy of the proposed approach, a PF computation was done for both
estimated parameters (Rest, Xest and Best) obtained by the proposed method and parameters obtained
from geographical overview (RGe, XGe and BGe). Afterwards, a comparison between these two PF
results and the input data was accomplished. Table 3.7 shows these results in terms of the real and
reactive power flows in the branches of the network at the “from” and “to” buses, respectively, for the
input data (superscript m), for the proposed method (superscript est) and for the geographical overview
estimation (superscript ge) in MW and Mvar. In order to make the difference more clear, Fig. 3.15 and
3.16 in the following have stressed the difference between these values.
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Figure 3.14: Parameters relative error (%) between geographical and PE approach.

From these Tables and Figures, it is obvious that the proposed method gives very good results when
compared with both the input data and with the geographical-based model. The largest difference for the
real power between the proposed method and the input data is 2.07 MW which is related to slack bus.
However, for the geographical based estimation this difference is 15.54 MW. In addition, for reactive
power the numbers show the benefit of the proposed method. As an example, the numbers for Branch
16-18 with proposed method and geographical estimation are -25.92 and 1.30 Mvar respectively, whereas
the input reactive power for this branch is -26 Mvar. This huge difference is due to the big susceptance
and reactance difference which could affect reactive power flow. Actually, defining the reactance value
needs more geographical details such as the type of cable in terms of underground or overhead form.

Therefore, Fig. 3.17 shows the percentage of generated error by each model in the format of box plot
with median, upper and lower bound, where Fig. 3.17 (a), 3.17 (b), 3.17 (c) and 3.17 (d) demonstrate
real power (direction from bus- to bus), real power (direction to bus- from bus), reactive power (direction
from bus- to bus), reactive power (direction to bus- from bus) respectively. As it can be seen from this
figure, the median error of the proposed method is close to zero and the upper bound is around 3%. For
the geographical overview approach the median for the real power is near 2% and for reactive power are
10% and 20%, respectively.
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Figure 3.15: Active power flow for different approaches.
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(a) Rective Power (from-to), Mvar.
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Figure 3.16: Reactive power flow for different approaches.
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Figure 3.17: Percentage Error comparison between proposed method and geographical approach.

Table 3.8: Voltage and voltage angle by two different methods

Bus Index V m

(V)
V est

(V)
δest

(Rad)
V ge

(V)
δge

(Radian)
1 1.040 1.040 0 1.040 0
2 1.049 1.048 -0.048 1.032 -0.072
3 1.040 1.040 -0.003 1.035 -0.019
4 1.030 1.030 -0.035 1.030 -0.037
5 1.014 1.014 -0.070 1.014 -0.058
6 1.046 1.043 -0.060 1.043 -0.078
7 1.043 1.040 -0.067 1.042 -0.080
8 1.043 1.035 -0.074 1.035 -0.099
9 1.036 1.036 -0.188 1.036 -0.186

10 1.036 1.036 -0.207 1.010 -0.219
11 1.031 1.031 -0.208 0.999 -0.230
12 1.013 1.013 -0.209 0.968 -0.254
13 1.047 1.047 -0.263 1.061 -0.235
14 1.038 1.038 -0.239 1.038 -0.208
15 1.043 1.043 -0.296 1.065 -0.276
16 1.024 1.024 -0.284 1.041 -0.274
17 1.038 1.039 -0.332 1.055 -0.320
18 1.030 1.030 -0.400 1.030 -0.348
19 1.025 1.025 -0.476 1.004 -0.409
20 1.010 1.010 -0.554 0.986 -0.460
21 1.029 1.029 -0.696 1.029 -0.500
22 1.026 1.026 -0.709 1.020 -0.509
23 1.026 1.026 -0.709 1.021 -0.508
24 1.030 1.030 -0.746 1.030 -0.525
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Figure 3.18: Network voltage profile for different approaches.

Moreover, Table 3.8 represents voltage in each bus for the input data, the proposed method and for
the geographical overview estimation in V . Again, the calculated voltage in both methods shows the
advantage of the proposed method; bus number 11 is one of the example, Fig 3.18 shows these values.

From Fig. 3.18 it can be found that there is a voltage drop at node 5, 12, 16 and 20, where according
to Fig. 3.19 which presents the power of the generators already in-place, and 3.20 which shows the load
profile of this grid, there is more amount of load compare to the injected power by generators. However,
this voltage drop is still between the voltage boundaries. On the other hand, the high injection of the
generator in the node 4 prevents the big voltage drop due to the big load in this node. In order to have
a more clear idea regarding the performance of the grid, the loading percentage of each branch has been
indicated in Fig. 3.21. According to this Figure, branch number of 1, 9, 10 and 23 are loaded more than
40% of the maximum amount, where there is generator connection in the nodes of these branches, which
is still under the acceptable amount. However, if generator injection increasing and decreasing could
affect the whole electrical grid. Hence, generator connection as one of the very important factor on the
electrical grid has been studied in Chapter 4 of this thesis.
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Figure 3.19: Studied transmission network generator power profile.
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Figure 3.20: Studied transmission network load profile.
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Figure 3.21: Studied transmission network current flow percentage.

3.6 Summary

One of the important practical problems to carry out a study on a transmission and distribution grid
in some countries (especially emerging countries) is lack of available data. This motivates the need
of a reverse engineering procedure (Parameter Estimation) to estimate branch parameters starting from
typical available data, i.e., approximated values of bus voltages, active and reactive power flows of each
branch. The parameter estimation model that can be applied to large systems makes it possible to derive
estimations for the series resistance, the series reactance and the line charging of each branch. Once
system parameters are known, further studies (such as hosting capacity, detailed in the next chapter)
on the system can be carried out adopting typical planning and operation procedures. The procedure
was tested on the Tanzanian network and the results compared with the result obtained from a rough
geographical feature of the grid including line lengths. This comparison shows the proposed method in
this study is, as expected, more reliable and accurate, especially for reactive power estimations.
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CHAPTER4
Hosting Capacity Application

4.1 Introduction

Nowadays, distribution networks are being subjected to an increasing of active users in both
low and medium voltage grid, i.e. installing small size generation, mainly based on renew-
able energy sources (Distributed Generation). Distribution grids are designed for providing

electricity to the customers and could take some advantages from the RES production: sustainability,
less maintenance and low carbon emission. However, upward trends of installing dispersed generators
makes some issues for distributed system operators, such injected power to the grid is leading to several
operational problems which is affecting the distribution grids power quality and reliability [41], [42],
in particular power quality challenges such as harmonics, voltage regulation and interface protection
problem could arise [226], [43].

Despite the fact that DG itself has some merits, the impact of DG on the operation of electrical grid
motivates a strong research activity based on statistical, deterministic and heuristic approaches [226],
[48], [49]. The goal of some research studies is defining the optimal DG location and sizing [87]; though,
grid regulation typically, e.g. in Italy, does not allow DSOs to refuse any request of DG connection in any
location [50]. Therefore, DG optimization studies have a scarce applicability in real-life. In this regard,
the estimation of the maximum amount of dispersed generation that can be connected to the distribution
grid without violating its operating criteria is one of the main performance indicator which should have
been considered for planning and operation of the grid. As detailed in Chapter 2, this capacity of the
electrical network is called Hosting Capacity.

The interest in numerical methods for the HC evaluation is based on the fact that power system
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performance is affected by every change in the generation and the load pattern. Hence, the HC is defined
as the amount of acceptable DG without endangering the grid power quality and reliability with respect
to some limits, i.e. steady-state voltage limits, transformer and lines thermal limits, fast voltage variation
[41], [79], [94], [55]. The proposed approaches in the literature are mainly based on iterative calculations,
aiming at estimating the maximum DG penetration admitted in every bus according to the considered
technical limits; the HC is evaluated for a single constraint at each time and the overall HC is defined as
the minimum HC over all the constraints. Hereinafter, this index will be referred as ” Nodal HC (NHC)”.
Although NHC gives us a right view of the power injection admitted in each node of the grid, it does not
assess the impact of installed DG units in different nodes of the network on its operational parameters, as
usually occurs in real life scenarios [227]. Thus, evaluating ”Multi Generator HC (MGHC)” is inevitable
in distribution grids. This is an up-to-date approach and very few works could be found in literature
in such a direction. Moreover, in order to manage the hosting capacity evaluation in the best way,
electric networks infrastructure and the relevant regulatory and market frameworks need to be properly
investigated and update, thus electric vehicle integration hosting capacity will be considered.

Therefore, DER integration, electric vehicle integration and voltage control have been studied in this
thesis as the three most important HC application according to the literature. In this chapter, the HC
evaluation of DER for nodal, multi-generator and e-mobility have been discussed respectively in this
chapter, while the voltage control have been explained in Chapter 5.

The novelty of this chapter of thesis is summarized in the ability to find a model which is easy to
manage and applies to the generality of network structures which is used in order to perform a Load Flow
(LF) to define HC with respect to three operation constraint: steady-state voltage limits, rapid voltage
changes and thermal limits of transformer and line.

4.2 Nodal Hosting Capacity

Typically, as it was explained before, the proposed approaches in the literature (in Section 2.3.3) are
based on increasing DG penetration step by step for each single bus, until the limits are violated. In this
method only one constraint in each time is considered and HC assumed to be the amount of injection
in worst case scenario, such an index will be named nodal HC (NHC). In Italy the Energy Authority
commissioned a study to evaluate the NHC in LV [228] and MV grid [105]. The study has been based on
an extended sample of the Italian distribution grid (the database was detailed in about 5% of the Italian
MV distribution grid, and 1% of the LV one); details, both on the model adopted and on the results, are
provided in [75] for the LV grid and in [80], [82] for the MV grid.

4.2.1 Proposed Bricks Approach

Hosting capacity of each node could be formulated as an objective function of maximizing the nodal
active power of dispersed generator in a specific bus.

HC = Max(Nodal Loading Parameters) (4.1)

In order to perform the HC analysis, a complete model of the distribution grid is required. Actually,
HC is impacted by the topology of the grid, by the grid parameters and also by the power profiles of the
loads and generators, resulting in a quite heavy data set to be properly managed. Practically speaking,
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only DSOs could have all the data required and in some cases, e.g. in emerging countries scenarios,
besides in some cases DSOs could be unable to gather all the required information. Consequently, in this
thesis a novel approach is proposed for the distribution grid modeling, named Bricks approach.

Actually, the standard structure of distribution grid is shown in Fig. 4.12, this structure is including
the main feeder and connected branches to the main line which is typically named collaterals. The
standard model has been developed in order to represent the grid network for evaluating HC in a shorter
time and practical way, without affecting results accuracy.

Figure 4.1: Standard structure of 67-bus distribution grid.

The new method is based on the assumption that HC in one feeder is marginally affected by the
other feeders. Moreover, in order to limit the computational effort of the study, the grid is modeled in a
simplified way, i.e. it is modeled as an aggregation of “bricks”, each one representing a portion of the
grid which can be added, removing and replacing easily to evaluate all the possibility of the grid structure
in shorter time. In addition, only critical nodes of the grid are being assessed by the Bricks approach. In
following the Bricks approach components is discussing in details.

Feeders: In the bricks approach, all the feeders are categorized into three groups; Short Feeder
(F1), Medium Feeder (F2) and Long Feeder (F3). Main feeders are the backbones of the distribution
networks, in rural area the main feeders are too long with overhead conductors and small sections which
have the inverse relationship with the distance from the HV/MV transformer; the cable section at the end
of the feeder is smaller than the beginning [75]. In order to implement the proposed method, feeders are
categorized according to their characteristic. The feeders characteristic mean value in each category is
considered as the main characteristic of the Bricks approach feeders.

Collaterals: Besides, collaterals are such as body capillary for distribution networks, and they are
connected to the main feeders. Since industrialized countries and developing ones have different distri-
bution grid (i.e. topology, equipment, etc.), the length of the collateral is longer and its cable section is
smaller in rural area, developing and emerging countries rather than the developed one. In the proposed
method, collaterals are also divided into two groups; Short Collateral (C1) and Long Collateral (C2). In
this method, short feeders are allowed to have only short collateral.
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Nodes: Basically, hosting capacity is higher at the beginning of the feeder; then, it decreases moving
far from the primary substation toward the end of the line. Hence, hosting capacity changing trend along
all feeders in case of no DG connection could be considered approximately the same along feeders having
similar electric parameters. In addition, HC in collaterals is in lower amount compare to the connected
nodes of the feeders and collaterals. Thus, it is necessary to consider all significant nodes in the Bricks
approach. Therefore, three critical nodes in each feeder, which are representing the whole feeder, and
two significant nodes in each collateral based on their impedance (Z) being considered to calculate the
load flow which is a trade-off assumption in order to limit the computational effort. The first node of
feeder is located in the 10% of total amount of feeder impedance (N1) which is the representer of the
nodes near primary substation, the second one is defined at the middle (N2) which is representing nodes
at the middle of the feeder and the last one is at the 90% of total amount of feeder Z (N3) which is
evaluating on behalf of all nodes near the end of the feeder. For collaterals, the first one is at its middle
(N4) and the second one is at the end (N5). Fig. 4.2 shows a long feeder with three long collaterals and
its 9 nodes for implementing the power flow calculation.

Loads: According to Italian DSO practice, in primary substations each transformer can be loaded
up to 65% of its rated power to ensure an adequate degree of redundancy [229]. In the Bricks approach,
such a limit has been assumed as the peak load the grid is asked to feed. In particular, the loads are
divided into three groups, the yearly minimum value (L1), the mean value (L2) and the pick value (L3)
with lowest reactive charges in Italy, power factor of 0.9.

Generators: In the bricks approach, a generator is added to each defined-node of each combination
of the feeder and the collaterals, in case of Fig. 4.2, there is nine nodes for DG connection. The injected
power to the grid by generator will change in the simulation to define HC. Fig. 4.3 shows the Bricks
approach flowchart and Table 4.1 are showing all the possible combination for performing flowchart.

 

 

 

MV/LV 

Node 3 Node 2 Node 1 

10%  40%  40%  

Node 1 Collateral 1 

Node 2 Collateral 1 

Node 1 Collateral 2 

Node 2 Collateral 2 

Node 1 Collateral 3 

Node 0 

Node 2 Collateral 3 

Figure 4.2: Long feeder with 3 long collaterals and relevant nodes.
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feeder (F) at node (N). 

Define 3 nodes in feeders 
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Add generator (G) to node 
(N)

Performing HC evaluation 
according to Figure 1

C = 2 & F=1?
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number of 
collaterals?

Reached the max 
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F = F+1 

End

Yes

Yes

Yes
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No

Yes

No

No

No

Performing HC evaluation 
according to Figure 1

Figure 4.3: Bricks approach flowchart.
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Figure 4.3 and Table 4.1 show the bricks method implementation for a general case. First, short
feeder (F1) without any connected collateral and low value of load (L1) in all nodes is considered, the
DG for the first scenario is in the first node of the feeder, the second combination is with the same
structure but different position of DG to the second node. This trend continues until considering all the
three possibility of the loads in each node with this structure. In Table 1, the maximum amount of 3 in
the column related to load means all the possibility of loads (L1, L2, L3) and in the column of DG the
maximum amount of 9 means all the possibility of connecting DG to all nodes (G1, G2, G3, G4, G5,
G6, G7, G8, G9).

The next structure is the short feeder (F1) with a short collateral (C1) in the first node (N1). All
the possible scenarios in the previous structure are repeating, the only difference is the number of nodes
which here are four nodes (three nodes for main feeder and one node for collateral.)

The last structure which has been mentioned in the last row of the Table 4.1 is a long feeder (F3) with
a long collateral (C2) at node 1,2 and 3 (N1, N2, N3) of the feeder and the DG (G5) is located in the
node 9 (N5) the second node of the last collateral. This structure is the same as structure of Figure 4.2
with three long collateral at three defined nodes. By this procedure, the combination number of 506410
are represented which can estimate HC promisingly.

Load Flow Calculation: To make sure that the transferred power through the grid is reliable and
secure, Power flow analysis should be employed. A load flow is a mathematical tool that defines the
operation conditions of an electrical network by considering the network structure and characteristics
of connected users. Then, the results for every possible scenario such as the voltage of each node, the
current flow on each line and the system power loss should be evaluated. The classical power flow model
has been explained in the following.

The main unknowns of the load flow problem are the voltages (V ) and the phases δ of the voltages
in each node of the network. Once these quantities are known, it is possible to derive the secondary
variables, that is the values of the currents, active powers and reactive powers. Typically, at least two
variables are constant for each node; in particular in the classical LF theory three types of nodes are
distinguished:

• Load Nodes (PQ): For this topology of nodes the active power P and reactive powerQ are known,
while nodes voltage V and phase δ are unknown.

• Generator Nodes (PV ): In this case the input power P and nodes voltage is constant. Hence, the
unknowns are the voltage phase and the reactive power supplied or absorbed by the network.

• Slack (Reference) Node (V δ): There could be only one or even few (in bigger network) slack
bus across the network. The voltage and its phase angle are known and kept constant, while the
unknowns are the active power and reactive. Actually, this node shows and guarantees the network
energy balance.

Once the main variables of the network have been defined by LF, the active and reactive powers for
all nodes in the network can be calculated knowing the characteristics of the network. The following
equations show the active and reactive load flow equations at each node, where the terms YPQ are the
elements of the network admittance matrix.
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PP (VQ, δQ) = VP .

n∑
Q=1

[YPQ. VQ. cos(δP − δQ −ΘPQ)] (4.2)

QP (VQ, δQ) = VP .

n∑
Q=1

[YPQ. VQ. sin(δP − δQ −ΘPQ)] (4.3)

In mathematics the Newton-Raphson method is also called the tangent method as the first derivative
of a function is used to search for a solution of a problem.This method is also used to solve the load flow
problem, but given its multidimensionality in this case it is necessary to use the Jacobian matrix, that is
the matrix of all first derivatives.

Since this is an iterative method, it plans to recalculate the values of the main unknowns at each
iteration. Assuming that there is an initial voltage profile, the active and reactive powers exchanged in
the nodes can be calculated by equations 4.2 and 4.3. As the real powers are known in the PQ and PV
nodes, it is possible to calculate the difference between the actual value and the calculated one which this
difference is called "residual". By Knowing the residuals and the network Jacobian matrix, the primary
variables variation could be defined in equation 4.4.

∆VPQ

∆δPQ

∆δPV

 = [J ]−1.


∆PPQ

∆QPQ

∆PPV

 (4.4)

where: ∆PPQ is the active power residual in the PQ nodes, ∆QPQ reactive power residual in the
PQ nodes and ∆PPV is the active power residual in the PV nodes. In addition, the Jacobian matrix is
reported in equation 4.5.

J =


∂PPQ

∂VPQ

∂PPQ

∂δPQ

∂PPQ

∂δPV

∂QPQ

∂VPQ

∂QPQ

∂δPQ

∂QPQ

∂δPV

∂PPV

∂VPQ

∂PPV

∂δPQ

∂PPV

∂δPV

 (4.5)

Once the increasing amount of the initial values have been defined,the new values could be calculated
according to equation 4.6. 

VPQ,i

δPQ,i

δPV,i

 =


VPQ,i−1

δPQ,i−1

δPV,i−1

+


∆VPQ

∆δPQ

∆δPV

 (4.6)

At this point, equation 4.2 and 4.3 should be recalculate according to the update values and continues
until the residues become small enough.

However, mainly in MV distribution networks, the performed LF model has several differences com-
pared to the classical theory by two significant changes. Distributed power plants enter a constant P
power at constant cosφ, which is why the model also appears as PQ nodes and there are no PV nodes.
Furthermore given the presence of the transformer with variable ratio, the voltage is constant both at the
HV busbar, and at the MV busbar where the set-point voltage is set.

Hence, a new node category called PV Q is used, to which the representative bars of the MV busbars
belong. In these nodes the detachment of the active power P and reactive power Q are known and the
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voltage is considered constant. The mathematical model still remains the same except the missing of the
free variable, therefore it is necessary to define an additional nodal variable. The HV/MV transformer
ratio (k) is considered as a free variable (for all the other nodes k is equal to one). The ratio k and the
phase of the voltage δ constitute the pair of unknowns of the PV Q node. Then, the updated equations
considering the transformation ratio are expressed in equation 4.7 and 4.8.

PP (VQ, δQ) = kP .VP .

n∑
Q=1

[YPQ. VQ. cos(δP − δQ −ΘPQ)] (4.7)

QP (VQ, δQ) = kP .VP .

n∑
Q=1

[YPQ. VQ. sin(δP − δQ −ΘPQ)] (4.8)

In order to perform load flow, three main variables and three main constraints have been considered
as the input and limiting factors respectively. The first input is the structure of the network, as in this
research network reconfiguration has not been analyzed, the branch matrix remains constant for all the
load flows. The second variable of the input is the load profile matrix, this matrix shows the power
required in each node for each simulation time step. Finally, the third variable is the DG profiles for each
simulation time step. From DG profiles the active power supplied by the generators and reactive power
which is implicitly obtained from the active one in all the nodes could be obtained. In the following
three-used constraints have been explained.

Steady-State Voltage Variation: Adding a DG to the MV feeder causes voltage increase at the
hosting bus and generally the hosting feeder. Hence, in order to avoid malfunctions of grid connected
equipment, the slow voltage variations according to the EU regulation must remain within ±10% of the
rated voltage and must be satisfied during 95% of the time [230].

Vmin,k ≤ VDG,k ≤ Vmax,k (4.9)

Transformer and Lines Thermal Limits: Since adding DG increase the cause of inverse power
flow in MV branches, the thermal limits of each line should be considered. Each branch of the network
from bus k to j has an impedance (Zkj) including resistance (Rkj) and reactance (Xkj). Thus, this limit
depends on the characteristics of each component.

IDG,kj ≤ Imax,kj (4.10)

Rapid Voltage Change: RVC depends on the short-circuit power in common coupling point [231].
Generally, RVC is evaluated as the difference between when DG is connected and is injecting power to
the grid and after its sudden disconnection. There is no restrict constraint for RVC in [230]; only an
approximate range of 4% to 6% of rated voltage in MV networks is defined.

|VDG,k − Vk| ≤ 4%÷ 6% (4.11)

As it was discussed before, in order to evaluate the nodal HC an iterative procedure has been devel-
oped, iteratively increasing the DG power injection to the grid from the specific bus until the defined
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constraints are violated. The procedure has been continued until all the buses in the network have been
analyzed. In order to limit the computational effort of the procedure, a bisection method by root-finding
behavior has been adopted up to a resolution of 1 kW. Unlike common load flow calculation which is
started the calculation from minimum amount and increase it step by step, in this method calculation is
started by the maximum amount. The minimum possible injected power to the grid is considered as 0
and maximum possible injected power to the grid is considered as upper bound and in the first step as
HC. If one of the technical constraints is violated by this HC, considered amount should be divided into
two and the procedure will be repeated. However, if the considered HC is not violating the constraints,
it will increase by half of the difference of previous HC and the considered one. This iteration will con-
tinue until the convergence of method. The bisection method is defined by an inverse loop from the high
amount to 1kW. Fig. 4.4 shows the flow chart of the aforementioned procedure in Bricks approach.

Start

Technical limits 
violated?

HC = PDG,k 

No

Yes

Injected power 
at node k: 

PDG,k = PDG,max

Performing Load 
Flow

PDG,k = PDG,k /2

End

Figure 4.4: Applied bisection method in HC evaluation.

4.2.2 Validation of the Proposed Approach

In this section the case study, to whom the proposed hosting capacity procedure in this thesis work has
been applied, is introduced. As it was described in the Section 4.2, the procedure is structured to be
applied to the MV distribution network connected to the HV/MV transformer as a primary substation.
The proposed method has been applied to the regional territory of Valle d’Aosta in north west of Italy.

"Ponte Pietra" is the name of the PS which supplies the electricity grid of Aosta city. This PS has
the most energy demand throughout the year among other primary substations on that area. As the
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concentration of the users in the urban area is higher, it therefore entails a consistent and reasonably
regular overall energy demand. The Ponte Pietra PS has a typical daily domestic load profile, as shown
in Fig. 4.5, with a peak demand in the late morning and a second peak in the evening. Moreover in terms
of the seasonal trend, in Aosta city the summer transit is less than in winter.

Figure 4.5: Ponte Pietra primary substation load profile.

In the Ponte Pietra PS there are two HV/MV transformers, indicated as "Red" transformer and
"Green" transformer, each one with a nominal power of 25 MVA. Fig. 4.6 (a) and Fig. 4.6 (b) re-
port the net transits of each transformer. As it can be seen from the pictures, there is not any reverse
power flow in any transformer. Moreover, in this figure when one of the transformers shows a drop in
sampling, in the other one an increase appears to ensure the supply of the MV distribution network. The
profile in Fig. 4.6 (c) represents the sum of the transits in two transformers.

The MV distribution network of Aosta city has about 140 km length and supplies 486 nodes and
distributed over 16 feeders. Nodes can represent MV users or secondary substation for LV users. In Fig.
4.7 the distribution network of Aosta where each feeder is represented by a different color is pictured.
In this representation the city of Aosta some lines go several kilometers away from city to feed some
neighboring centers.

Every node in the network could be numbered to identify easily, and in particular there are three
significant nodes in this network:

• Node 1 : HV busbar of PS.

• Node 2 : MV busbar of PS (Red transformer).

• Node 3 : MV busbar of PS (Green transformer).

The technical details of the two active transformers in Ponte Pietra PS are reported in Table 4.2. As
it was described before from this PS, 16 lines by the nominal voltage of 15 kV has departed which 9 of
them are normally powered by the red transformer, and the remaining are supplied by the green one.

Feeders are almost underground cable, as it is a typical of a city network, but there are also some
lines which made by aerial conductors. The PS diagram is also shown in Fig. 4.8. The HV busbar is
represented by the central node in the diagram, the MV busbar of the red transformer is represented by
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(a) Green transformer power transient.

(b) Red transformer power transient.

(c) Total power transient.

Figure 4.6: Total power managed in Ponte Pietra PS, 2013.

the red node from which lines 2 to 9 have supplied, while the MV busbar of the green transformer is
represented by the green node from which the lines 10 to 16 have departed.

According to standard EN 50160 [230], voltage magnitudes are assumed to be acceptable when be-
tween 90% and 110% of the nominal value. In addition, thermal limits in this test case are considered
according to Table 4.3, as the feeder ampacity (considering an overloading admitted for conductors of
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Figure 4.7: Aosta MV distribution network.

Table 4.2: Ponte Pietra transformers characteristic.

Characteristics Remarks

Nominal Power
ONAN: 25000 kVA
ONAF: 31250 kVA

Nominal Voltage
HV Side: 132 kV ± 12 1.5%

MV Side: 15.6 kV

Nominal Current
HV Side: 109.3 A
MV Side: 925 A

Losses
Pfe with nominal voltage: 14.33 kW

Pcu with under load
variation in 0 position: 115.7 kW

Short-Circuit Parameters Vcc: 13.85%

20% w.r.t. the nominal value) commonly assumes this amount in Italy [232]. In spite we tested the pro-
posed method on a distribution network supplying a urban area, the Bricks approach has been designed
so that it could effectively manage all network grids where data are difficult to collect or reprocess (e.g.
emerging countries).

In the following Fig. 4.9 shows the radial structure of the network, while Table 4.4 represents the
number of nodes in each feeder and the total number of collateral in it. Moreover, the line characteristic
is also shown in this table. Each branch is modeled by a π-equivalent circuit model which has the series
impudence of Z = R+ jX and line charging of B explained in Section 3.3.3
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Figure 4.8: Aosta MV distribution network from Ponte Pietra.

Table 4.3: Thermal limits for different cable size

Cable Section
(mm2)

Thermal Limit
(A)

Cable Section
( mm2)

Thermal Limit
(A)

16 119 95 345
25 155 120 398
35 188 150 450
50 225 185 517
70 280 240 613

Table 4.4: Aosta branch representation.

Feeder No. of Nodes
(including Coll.)

No. of
Collateral

Nodes of
Collateral

R
(pu.)

X
(pu.)

B
(pu.)(10−3)

1 42 3 15 0.0157 0.0084 0.0311
2 47 4 24 0.0368 0.0297 0.0411
3 18 1 3 0.0523 0.0415 0.0912
4 28 2 6 0.0236 0.0136 0.0497
5 28 0 0 0.0274 0.0178 0.0708
6 54 7 21 0.0568 0.0513 0.0220
7 28 1 1 0.0255 0.0163 0.0631
8 6 1 1 0.0224 0.0188 0.0867
9 37 4 13 0.0265 0.0110 0.0348
10 48 4 13 0.0466 0.0357 0.0417
11 24 3 5 0.0212 0.0116 0.0407
12 12 2 3 0.0377 0.0202 0.0540
13 2 0 0 0.0681 0.0390 0.1420
14 60 5 22 0.0269 0.0139 0.0477
15 26 1 2 0.0229 0.0113 0.0374
16 23 1 3 0.0106 0.0060 0.0220
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Figure 4.9: Radial schematic of Aosta MV distribution network from Ponte Pietra.

Five generators, three cogeneration plants, one hydroelectric plant and one photovoltaic one, are
connected directly to the MV distribution network. These generators together could supply a power of
approximately 4.6 MW. The active users suppling by Ponte Pietra PS are 264. However, the already-in-
place generators for the proposed approach in this chapter have not been considered and the network at
the initial point has been considered as the passive one; actually simulations are devoted to clarify the
proposed approach. Moreover, in this network loads are modeled as PQ buses with power factor of 0.9
leading, Fig. 4.10 shows the load profile of all nodes of Aosta city for each hour in one year. In each
time a DG is installed to each node of the passive network and two cases are simulated: a) DG has a PF
equal to 1, b) DG has a PF equal to 0.9. Different PF is considered to make an evaluation if the reactive
power control is useful here or not.

4.2.3 Results and Discussion

In order to validate the Bricks approach, a comparison between the proposed approach and the HC
evaluation based on the complete model of the Aosta city grid (full grid, without categorizing the feeders)
is performed. This section shows in detail the obtained results for the proposed three categories of
the feeders and a feeder with collaterals. Briefly, by considering the impedance of each feeder, its
length, and the number of the nodes, feeders number 8, 11, 12, 13, 16 are included in the short feeders
category, feeders 1, 2, 3, 4, 5, 7, 9 and 15 in the medium feeders category and feeders 6, 10 and 14 in
the long feeders category. In order to implement the proposed method, the mean values of the electrical
parameters of feeders in each category are considered as electrical parameters of the relevant feeder in
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Figure 4.10: Yearly load profile (kW) in each node.

the Bricks approach. In the following the results of each category have been explained by details.

Short Feeder

As it was explained in the last paragraph, considering the impedance of each feeder, its length, and
the number of the nodes, feeders number 8, 11, 12, 13, 16 are including short feeders categories. In order
to implement the proposed method, the feeders characteristic mean value in each category is considered
as the main characteristic of the Bricks approach feeders; Table 4.5 details the branch parameter of short
feeder in Bricks approach. Table 4.6 represents the HC for short feeder without any collateral with PF
equal to 1 and PF equal to 0.9, considering all three constraints. First each constraint is considered
separately, then at the end the worst-case scenario is defined as the maximum power injection to the grid.

Table 4.5: Branch parameters (p.u.) in Bricks approach for the short feeder.

Bus/from Bus/to R X
0 1 0.0232 0.0134
1 2 0.0939 0.0545
2 3 0.0939 0.0545

Table 4.6: Hosting capacity evaluation results for short feeder (MW).

Method First Node Second Node Third Node
Min Mean Max Min Mean Max Min Mean Max

PF 1 Bricks 10.585 10.828 11.108 10.630 10.793 10.981 10.673 10.756 10.851
Complete

Grid 10.705 11.066 11.624 10.632 10.766 10.974 10.611 10.654 10.720

PF 0.9 Bricks 9.535 9.780 10.063 9.537 9.701 9.890 9.537 9.620 9.7155
Complete

Grid 9.659 10.025 10.593 9.5375 9.672 9.880 9.493 9.536 9.603
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4.2. Nodal Hosting Capacity

In the short feeders the main constraint which defines the HC is thermal limit, whereas the voltage
limits including steady-state voltage variation and RVC have not played any role for defining the HC,
Fig. 4.11 (a) and 4.11 (b) demonstrate the HC defined by each constrains separately for both PF1 and
PF0.9 respectively. As it is obvious, the HC for PF1 is bigger than HC for PF0.9, Fig. 4.11 (c). The
reason of this difference is based on the constraint defining the HC which in this structure is thermal
limit.

(a) Comparison between defined HC by each constraint for
short feeder, PF1.

(b) Comparison between defined HC by each constraint
for short feeder, PF0.9.

(c) Different PF comparison for short feeder.

Figure 4.11: Different PF influence on HC of the short feeder.

Table 4.7 shows the bricks approach error in comparison with complete grid method, as it can be
seen by going further from transformer the error is slightly increasing. Moreover, Fig. 4.12 (a) and
4.12 (b) demonstrate the HC for both PF in short feeder. The highlight benefits of Bricks approach are
less-required information and very short computation time. The computation time in this case-study for
Bricks approach was 5 minutes and 37 seconds, whereas for complete grid approach it was 92 hours and
43 minutes and 86 seconds.
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Table 4.7: Comparison between Bricks approach and complete grid for short feeder.

Bricks Approach Error Probability
Min Value Mean Value Max Value Underestimate Overestimate

PF 1
First Node 0.0112 0.0215 0.0444 0.1658 0

Second Node 1.8810e-04 0.0025 6.3784e-04 0.0608 0.0413
Third Node 0.0058 0.0096 0.0122 0.0251 0.3862

PF 0.9
First Node 0.0128 0.0244 0.0500 0.1719 0

Second Node 0 0.0030 0.0010 0.0583 0.0432
Third Node 0.0046 0.0088 0.0117 0.0429 0.5899

(a) Hosting capacity evaluation for short feeder with PF1.

(b) Hosting capacity evaluation for short feeder with PF0.9.

Figure 4.12: Hosting capacity evaluation for short feeder with different PF.
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Medium Feeder

Considering the impedance of each feeder, its length, and the number of nodes, feeders number 1,
2, 3, 4, 5, 7, 9 and 15 are including medium feeders category and Table 4.8 details the medium feeder
category branch parameter in Bricks approach. Table 4.9 represents the maximum possible injection to
the grid by DG for medium feeder without any collateral with PF equal to 1 and 0.9 in three defined
nodes.

Table 4.8: Branch parameters (p.u.) in Bricks approach for medium feeder.

Bus/from Bus/to R X
0 1 0.0621 0.0367
1 2 0.2514 0.1486
2 3 0.2514 0.1486

Table 4.9: Hosting capacity evaluation result for medium feeder (MW).

Method First Node Second Node Third Node
Min Mean Max Min Mean Max Min Mean Max

PF 1 Bricks 10.783 11.253 11.790 11.030 11.347 11.711 9.792 9.843 9.886
Complete

Grid 10.799 11.136 11.655 10.890 11.009 11.655 9.973 10.014 10.041

PF 0.9 Bricks 9.716 10.191 10.739 9.827 10.144 10.509 9.887 10.050 10.237
Complete

Grid 9.705 10.044 10.570 9.692 9.810 9.994 9.808 9.838 9.884

As it can be seen by numbers, the HC for medium feeder category with PF1 is greater than PF0.9
until the end of the feeder, at the end of the feeder, when the PF is equal to 1, the dominant constraint
is converted to RVC and the HC is dropped sharply, Fig. 4.13 (a) and (b) shows these trends. From Fig.
4.13 (c) could be seen that the HC for PF0.9 has steady behavior.

Moreover, Table 4.10 highlighted the error of the Bricks approach in comparison with complete grid
approach. Fig. 4.14 demonstrates the HC for both PF in Medium feeder.

Table 4.10: Comparison between Bricks approach and complete grid for medium feeder.

Method Error Probability
Min Value Mean Value Max Value Underestimate Overestimate

PF 1
First Node 0.0015 0.0105 0.0116 0.0315 0.0495

Second Node 0.0129 0.0307 0.0463 0.0116 0.0631
Third Node 0.0181 0.0172 0.0154 0.2086 0

PF 0.9
First Node 0.0011 0.0146 0.0160 0.0249 0.0627

Second Node 0.0139 0.0340 0.0515 0.0126 0.7707
Third Node 0.0081 0.0216 0.0357 0.0447 0.8782
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(a) Comparison between defined HC by each con-
straint for medium feeder, PF1.

(b) Comparison between defined HC by each constraint
for medium feeder, PF0.9.

(c) Different PF comparison for medium feeder.

Figure 4.13: Different PF influence on HC of medium feeder.

Long Feeder

Considering the impedance of each feeder, its length, and the number of the nodes, feeders number 6,
10 and 14 are including long feeders category and Table 4.11 described the long feeder category branch
parameter in Bricks approach. In Table 4.12, the maximum power injection by DG to the grid in long
feeders considering three-main technical constraints with two different power factor are shown.

Table 4.11: Branch parameters (p.u.) in Bricks approach for long feeder.

Bus/from Bus/to R X
0 1 0.1314 0.1099
1 2 0.5318 0.4449
2 3 0.5318 0.4449

It can be seen that in long feeders the HC with PF1 is bigger than PF0.9 until the middle of the feeder,
whereas from the middle of the feeder the HC with reactive power generated by DG has bigger amount
compare to the situation when the reactive power is equal to zero, Fig. 4.15 (c). The main reason it can be
found from Figure 4.15 (a), as the three main constraints for calculating the HC is plotted. The dominant
constraint in long feeder with unity power factor at the beginning is thermal, however from middle of the
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(a) Hosting capacity evaluation for medium feeder with PF1.

(b) Hosting capacity evaluation for medium feeder with PF0.9.

Figure 4.14: Hosting capacity evaluation for medium feeder with different PF.

Table 4.12: Hosting capacity evaluation results fo long feeder (MW).

Method First Node Second Node Third Node
Min Mean Max Min Mean Max Min Mean Max

PF 1 Bricks 11.138 12.011 13.006 9.368 9.552 9.703 5.183 5.292 5.381
Complete

Grid 10.815 11.185 11.759 10.272 10.377 10.459 5.136 5.219 5.271

PF 0.9 Bricks 10.025 10.911 11.936 10.064 10.655 11.337 9.952 10.142 10.315
Complete 9.713 10.084 10.662 9.860 10.149 10.599 9.879 9.924 9.994
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feeder it replaced with RVC. In long feeder with PF equal to 0.9, the main constraints defining the HC is
thermal limit until the last nodes, which converted to the RVC at the end of the feeder, Fig. 4.15 (b).

(a) Comparison between defined HC by each constraint
for long feeder, PF1.

(b) Comparison between defined HC by each constraint
for long feeder, PF0.9.

(c) Different PF comparison for long feeder.

Figure 4.15: Different PF influence on HC of long feeder.

In Table 4.13, the Bricks approach error and the probability of underestimating and overestimating
is shown, as it is obvious the probability of underestimate is very low. Moreover, in the following figure,
Fig. 4.16, the maximum power injection by DG to the grid in long feeders considering three-main
technical constraints with two different power factor are shown.

Table 4.13: Comparison between Bricks approach and complete grid for long feeder.

Bricks Approach Error Probability
Min Value Mean Value Max Value Underestimate Overstimate

PF 1
First Node 0.0299 0.0738 0.1061 0.0041 0.7113

Second Node 0.0880 0.0794 0.0723 0.8634 0
Third Node 0.0092 0.0139 0.0210 0.005 0.637

PF 0.9
First Node 0.0321 0.0820 0.1195 0.0048 0.7048

Second Node 0.0207 0.0498 0.0697 0.0173 0.5594
Third Node 0.0074 0.0220 0.0322 0.0172 0.8834
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(a) Hosting capacity evaluation for long feeder with PF1.

(b) Hosting capacity evaluation for long feeder with PF0.9.

Figure 4.16: Hosting capacity evaluation for long feeder with different PF.

Feeder with Collateral

In order to show that the proposed approach is designed properly, a random feeder from Aosta city
with the exact structure is considered to adopt to Bricks approach. Feeder 9 has 24 nodes and 4 collaterals
with 13 nodes, collaterals are located in nodes number 4, 7, 9 and 16 of main feeder. The first collateral
has 1 node, the second one 3 nodes, the third and last one have 2 and 7 respectively, Fig. 4.17 represents
the feeder 9 structure.

According to the Bricks approach the first, second and the third collateral are categorizing in short
collateral and the last one is in the long category (considering the feeder and collateral characteristic).
In addition, the first and the second collateral should be connecting to the first node of the main feeder
with 10% of the total impedance, the second collateral should connect to the second node which is at the
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Figure 4.17: Aosta distribution network Feeder 9 structure.

middle and the last one should connect to the last node with 90% of the total impedance of the feeder.
Table 4.14 and Table 4.15 have represented the branch parameter of short and long collateral in Bricks
approach.

Table 4.14: Short collateral parameter (p.u.).

Bus/from Bus/to R X
2 5 0.0411 0.0239

Table 4.15: Long collateral parameter (p.u.).

Bus/from Bus/to R X
3 7 0.1536 0.1535
7 8 0.1536 0.1535

In following, Table 4.16, Fig. 4.18 and 4.19 show the HC evaluation results for real feeder 9 with
both PF1 and PF 0.9. As it can be seen from the numbers and figures, from the beginning of the feeder,
the HC for PF 1 is greater than PF 0.9, however near the end of the feeder this trend reverses due to
the different technical constraints as it was discussed in previous section for each different category of
feeders.

Moreover, HC on collaterals is lower than the main feeder at the DG connection point (e.g. the
maximum hosting capacity of first node in collateral 1 is 10.838 MW, while this number in the main
feeder connection point is 11.791 MW), and by going toward the end of the collateral it decreases (e.g.
the maximum hosting capacity at the first node of the collateral 4 is 10.651 MW, while this amount for
the second node of this collateral is 9.448 MW).

Finally Table 4.17 represents the comparison between Bricks and complete grid simulation with error
and probability in percentage. From this table we can see that the maximum relative error is around 0.03
which is still showing a good performance of this method, moreover in the case of high underestimate or
over estimate probability such as Collateral 4, the amount of error is still low.

At the end, from the detailed Tables and Figures in this section it is concluded that Bricks results are
effective in estimating nodal HC. Some limits could be in the definition of the "Bricks" (model of the
main feeder, model of the collateral, etc), but at the same time it is much more simple to define such
models rather than gather detailed data for the real lines, nodes, load profile, etc. In short words, despite
the simple mathematical formulation of the Bricks approach, the Bricks assumptions have to properly
defined.
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Table 4.16: Hosting capacity evaluation results for feeder 9 (MW).

Method First Node Feeder Second Node Feeder Third Node Feeder
Min Mean Max Min Mean Max Min Mean Max

PF 1 Bricks 10.783 11.253 11.791 11.017 11.314 11.655 9.806 9.851 9.890
Complete

Grid 11.108 11.587 11.957 11.012 11.180 11.310 9.949 9.978 10.015

PF 0.9 Bricks 9.716 10.191 10.740 9.772 10.010 10.285 9.858 9.983 10.125
Complete

Grid 10.034 10.522 10.900 9.813 9.981 10.112 9.820 9.848 9.870

Method First Node Collateral 1 First Node Collateral 2 First Node Collateral 3
Min Mean Max Min Mean Max Min Mean Max

PF 1 Bricks 10.580 10.700 10.838 10.580 10.700 10.838 10.750 10.873 11.015
Complete

Grid 10.532 10.536 10.541 10.704 10.725 10.742 10.734 10.741 10.750

PF 0.9 Bricks 9.494 9.614 9.752 9.494 9.614 9.752 9.597 9.719 9.860
Complete

Grid 9.428 9.432 9.436 9.547 9.569 9.586 9.548 9.554 9.563

Method First Node Collateral 4 Secon Node Collateral 4
Min Mean Max Min Mean Max

PF 1 Bricks 10.527 10.594 10.651 9.357 9.406 9.448
Complete

Grid 10.678 10.709 10.748 9.381 9.407 9.440

PF 0.9 Bricks 9.708 9.904 10.128 9.734 9.839 9.957
Complete

Grid 9.776 9.796 9.811 9.774 9.783 9.793

.

Table 4.17: Comparison between Bricks approach and complete grid model for real feeder 9.

Bricks Approach Error Probability
Min Value Mean Value Max Value Underestimate Overestimate

PF 1

First Node Feeder 0.0292 0.0288 0.0138 0.2158 0.0001
Second Node Feder 4.0862e-4 0.0119 0.0305 0.5935 0.0042
Third Node Feeder 0.0143 0.0127 0.0125 0.6141 0

First Node Collateral 1 0.0045 0.0155 0.0281 0.0555 0.4123
Fist Node Collateral 2 0.0115 0.0023 0.0089 0.5147 0.3456
First Node Collateral 3 0.0014 0.0123 0.0246 0.0940 0.5874
First Node Collateral 4 0.0141 0.0107 0.0090 0 0.5649

Second Node Collateral 4 0.0025 7.4410e-5 0.0080 0.1059 0.0458

PF 0.9

First Node Feeder 0.0316 0.0314 0.0146 0.2023 0.0001
Second Node Feder 0.0041 0.0028 0.0171 0.0378 0.2472
Third Node Feeder 0.0038 0.0136 0.0258 0.0593 0.8519

First Node Collateral 1 0.0070 0.0193 0.0334 0.0393 0.4694
Fist Node Collateral 2 0.0055 0.0047 0.0173 0.3959 0.5635
First Node Collateral 3 0.0051 0.0173 0.0311 0.0519 0.7048
First Node Collateral 4 0.0069 0.0109 0.0323 0.1420 0.6078

Second Node Collateral 4 0.0040 0.0057 0.0167 0.2207 0.5748

.
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4.3 Multi-Generator Hosting Capacity

Although Nodal HC gives us a right view of injection power to the grid from each node, it cannot give us
enough view for the whole grid. In real life, by increasing the number of renewable energy integration
at the same time many DG are connecting to the grid which affects other DGs and the grid [227]. Thus,
the second step of HC study is evaluating multi generators HC. This is an up-to-date approach and very
few works could be found in literature which is motivating a research in such a direction.

The developed procedure within this research takes into account that DGs could be connected to
the grid through different plants of different size and connected to various nodes. To evaluate if the
distribution grid can host this capacity or if its installation will compromise the performances of the grid,
a stochastic approach has been adopted, in particular Monte Carlo simulation is exploited in order to
properly consider all the variables.

4.3.1 Proposed Monte Carlo Approach

The procedure in this part is dedicated to analyze the HC of electricity grid to integrate more than one
DG plants. The installation of the distributed generation plants in the various nodes of the network is
assumed. Since the proposed research wants to be made the approach applicable to a context of Italian
regulatory system, where the policy maker does not have the power to decide the size and nodes of the
new DG installations, production scenarios are created in which the positioning and sizing of DG is
happening in a random way.

The procedure is able to make the generated scenario realistic thanks to the possibility of inserting
constraints to the positioning of new plants. These constraints could be related to the node, the type of
the DG and its size. Once the scenario has been created with the new DG plants, the operation of the
electricity grid is simulated during the year and the solution in which the distribution network meets the
installation constraints are identified.

By simulating the mentioned procedure, different scenarios are created. In all scenarios, the installed
cumulative capacity for each type of DG is the same, but the number of plants, the size of each plant and
the position in the nodes of the network is different.

Obviously, the response of the distribution network would be very different if the power selected for
a type of system was installed in a single node positioning with a large plant, or divided into dozens
of nodes in which smaller plants were placed. Hence, defining the location and amount of the installed
DG is very important in this study. Furthermore, the response of the network would be different if DG
were positioned on the network where large loads are supplied, or on sections without loads. Since the
position and the size of the installed systems is not generally controllable by the regulator, it is necessary
to analyze the network response with different configurations, statistically verifying the probabilities that
a certain installed capacity creates problems to the electric network.

To do this, Monte Carlo (MC) simulation has been used here. Monte Carlo simulation evaluates
a series of possible composition of a under-study process (in this case a possible series of production
scenarios), considering the probability of any occurrence (in this case the probability of a plant with a
certain size in a certain node). By evaluating connection of the various DG in different nodes of the MV
network, the possible results of the under-study process have been exploit in a dense way. The provide
procedure for the creation of scenarios in this study, first selects the type of DG, then its size and at the
end its location.
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Selecting DG Size: The probability of the installed DG by a certain size rather than another size could
be defined by a operator. Actually, to define these probabilities, the operator can rely on the available
information thanks to the knowledge of the existing legislation, or even the history of the installations.
The set of probabilities that the installation is installed of a certain size can be represented in Monte
Carlo simulation by the first roulette wheel represent in Table 4.18. Each sector of the roulette represents
an intended size between a minimum and a maximum, and has a surface proportional to the probability
that the system is installed of that particular size. Then within the range of the size the system could be
selected randomly.

Table 4.18: Example of a matrix for selecting the size of the DG plant.

Probability P_min (kW) P_max (kW)
0.15 1 5
0.75 5 50
0.1 50 400

Selecting DG Location: For each node of the MV distribution grid, a different possibility to define
the type of DG wants to be installed and its size have been considered. if the degree of detail and the
constraints increase, a more realistic localization of the systems will be obtained. Two types of con-
straints are considered: the first valid for all the nodes and independent of the type of the DG, the second
one customizable by the operator, based on the node and the considered source. The first constraint is
related to the technical or electrical nature and concerns the minimum power required to have a direct
connection to the MV network by DG [229], [233]. Mainly, the requested connection less than 100 kW
is performed as low voltage connection. This means that if the procedure selects plants with power be-
low 100 kW, these will necessarily be installed in nodes where there is already a secondary substation.
While, the second constraint can be of a technical or regulatory issue. From a technical point of view the
constraint could be the unavailability of a source, or the impossibility of positioning a large plant in an
urban center. Whereas, from the regulatory point of view, there may be several bans on the installation
of some types of plant in certain areas of network.

The proposed procedure for each node provides the DG plant maximum size that can be installed
on it. In this procedure, it is possible to define four different sizes for each DG, zero size, small size,
medium size and large size, which the operators should make a report for the network like Table 4.19 to
indicate the maximum possible installation of each type of DG in each node, where N is the number of
the nodes and K is the number of DG type.

Table 4.19: DG size according to the node location.

Node DG Type 1 DG Type 2 . . . DG Type K
1 S L . . . 0
2 0 M . . . L
.
.
.

.

.

.

.

.

.

.

.

.

.

.

.
N M S . . . M
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Load Flow Inputs: The load flow procedure in Monte Carlo simulation is the same as nodal hosting
capacity described in Section 4.2. The only difference is identifying the DG matrix as a new input of LF
which in following this matrix has been described in details:

DG Profile Matrix : The DG Profiles defines all the information of the generators and its injected
power into the network. The structure of the matrix has a number of rows equal to the number of nodes
and a number of columns equal to simulation time step. The multi-generator procedure is able to modify
the DG profiles matrix by creating different scenarios. In each scenario the generators are positioned in
different nodes, of different sizes and with different types. The matrix is automatically generated by the
tool when the Monte Carlo method is given the position, size and type of all installed DG.

Then as it was described before, for creating each scenario of generation, in the Monte Carlo simu-
lation three different roulette wheels selection procedures have been introduced in order to defined the
type, size and the connection node of the DGs. Equation 4.12 formulate the power that can be installed
by two roulette wheel in the defined node in the third roulette wheel. Fig. 4.20 shows the Monte Carlo
simulation flowchart for this procedure.

Figure 4.20: Monte Carlo simulation flowchart for evaluating multi-generator HC.

Power to Install =

n∑
i=1

Selected Type(DGi(t)).Selected Size(DGi(t)) (4.12)

Once the scenario is created, the hourly (or each required time step simulation) power flow computa-
tion as fully-described in the previous section, 4.2 is carried out. By performing power flow computation,
system power losses, maximum voltage and maximum current of the grid is calculated.

The Monte Carlo procedure is based on an iterative behavior and equation 4.13 and 4.14 represent
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the convergence criterion which is used in this study. µLoss and σLoss are the losses mean value, and the
losses standard deviation respectively. The variation of these two value should be placed lower than ε.
In order to have a more robust criterion this procedure is repeating 5 times continuously.∣∣∣∣µLoss(i)− µLoss(i− 1)

µLoss(i− 1)

∣∣∣∣ < εµ (4.13)

∣∣∣∣σLoss(i)− σLoss(i− 1)

σLoss(i− 1)

∣∣∣∣ < εσ (4.14)

When the number of evaluated scenarios is sufficient according to the convergence criteria, an index
that represents the probability of the grid constraints violation, which is called Hosting Capacity Viola-
tion Probability (HCVP) through equation 4.15 can be evaluated. In a general way, when a limit in the
functioning parameters is set, the number of scenarios in which this limit is violated at least one time can
be counted and represented with the variable, so the HCVP can be computed as the fraction of the total
number of scenarios evaluated for a specific portfolio in which they violate the constrains.

HCV P =
Total Number of V iolated Scenarios

Total Number of Scenarios
(4.15)

The considered technical constraints, the same as Section 4.2, are steady voltage variation, thermal
limit and rapid voltage change. The acceptable probability to violate the limit will define the maximum
penetration that can be achieved which here is considered equal to 5%, according to other studies that
use similar stochastic approaches [92].

4.3.2 Proposed Monte Carlo and Bricks Approach

Once Monte Carlo simulation has been performed for the under-study complete grid, the Bricks approach
has been implemented in MC simulation to create each scenario in order to reduce the evaluation time
and required grid information.

To do so, an assumption has been made which the feeders in each grid is marginally affected by the
others as transformer automatic voltage regulator could keep the voltage in MV busbars constant. Hence,
the full grid could be represented by only one feeder of each category in each time. The full description
of the Bricks approach has been explained in Section 4.2.1. After obtaining the type and size of the
new DG in Monte Carlo simulation by the defined roulette wheels for each scenario, the locations of
aforementioned DGs need to be defined among the considered nodes in Bricks approach. Each scenario
is simulated for min, mean and peak load and generator value and the overall HC could be evaluated in
shorter time and with less available information. At the end, in order to highlight the accuracy of this
method the result of the complete grid and the Monte Carlo with Bricks approach have been compared
both in terms of accuracy and processing time.

4.3.3 Validation of the Proposed Approach

To validate the proposed approach in the previous part, a case study which is Aosta city MV distribution
grid has been considered. Since this network has been fully-described in Section 4.2.2, here the available
DG types in this network has been discussed.
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Chapter 4. Hosting Capacity Application

Available DG Types

Distributed generation plants, in general, can exploit different sources and could be made by multiple
technologies, it is therefore important to identify which types of plant can potentially be built in the ex-
amined network. In the study case of this thesis work, six different types of renewable sources have been
exploited: photovoltaic, wind, small and medium-sized hydropower, industrial cogeneration CHP and
district heating CHP. Each of these plants produces electricity according to its characteristic time profile,
e.g. in the case of solar, wind and hydroelectric plants, electricity production depends on the availability
of the sources, while in case of cogeneration plants depends on the request of the associated thermal user.
The production profile characteristic, for each of the six types of system, has been normalized in order to
represent by the plant energy map. Following the energy maps of the mentioned six types of plant have
been described.

Photovoltaic: The normalized profile of photovoltaic production is shown in Fig. 4.21. This profile
was created by the irradiation measurements for the city of Aosta reported in satel-light database [234].
From the profile production there are daily and seasonal trends. The daily one is due to the cycle between
day and night, so the profile of the photovoltaic system has a "bell" shape; it has the peak of production
at the solar noon, while it does not produce at night. The seasonal trend shows how the plant produces
less in winter, when the duration of the day and the solar height are minimal. In north part of Italy, the
equivalent operating hours of a photovoltaic plant is typically between 1000 and 1300 hour, while the
theoretical profile which is built with the radiation data results to have a number of hours equal to 1615.
Constructing the profile starting from the theoretical radiation are neglected the non-ideality of the panel,
such as the variation in yield with the angle of incidence and shading.

Figure 4.21: Normalized generation of photovoltaic power plant.

Wind: The normalized power production of wind turbine is shown in Fig. 4.22. This profile has been
created according to the only medium-sized wind farm in Valle d’Aosta today in place. This 2.55 MW
plant is consists of three wind turbines of V52-850kW type, with the nominal power of 850 kW. Unlike
PV system, this type of plant does not show any specific different trends. Among all of the sources, wind
is the least predictable. Despite this, it is possible to notice some characteristics of the production; in
the late-winter and spring the production is fairly constant during the day and do not exceed 40% of the
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4.3. Multi-Generator Hosting Capacity

nominal power; during the summer months production changes during the day and the plants operate at
nominal power in the late afternoon; the afternoon production goes down slowly in the autumn months,
when the plants work at the nominal power for 24 hours in random days. According to the available data,
1573 equivalent hours per year is considered as its working hours.

Figure 4.22: Normalized generation of wind power plant.

Medium-Size Hydroelectric: In this research, the hydroelectric sources were divided into two
classes; small plants and medium-sized plants. The plants with a nominal power more than 1 MW is
considered as medium-sized plants, while those with a installed power of hundreds of kW are considered
small-sized plants. The same as wind power plant, this profile production has been taken from the real
hydroelectric plant in Aosta valley with the nominal power of 3500 kW and the data are sampled in the
quarter of an hour. Fig. 4.23 shows this power profile which also represents its strong relationship with
seasons. In winter the operating power is around 20% of the nominal power, while in summer because of
snow melting and the great availability of water, the systems operate at nominal power. One can see that
there is no type of daily periodicity in this profile; since these are often plants that have no possibility
of accumulation except in very small quantities, production is carried out when there is availability of
water. The number of equivalent operating hours of the plant is calculated in 5092.

Figure 4.23: Normalized generation of medium-size hydroelectric power plant.
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Small-Size Hydroelectric: As it was discussed in the previous paragraph, plants with nominal power
less than hundreds of kW have been considered small size. The normalized profile of this power plant is
shown in Fig. 4.24. It can be seen that the profile is similar to the medium-sized plant, with a nominal
power production during summer time and minimum power in winter. The small plants in comparison
with medium size plant is more flexible. This characteristic is justified by the fact that the necessary
dimensions for the accumulation to make production is more flexible in a small size plant and is less
significant compared to medium size plant. The equivalent number of operating hours for small power
plant is equal to 4767 which is very close to medium-sized one.

Figure 4.24: Normalized generation of small-size hydroelectric power plant.

Industrial CHP: This is the representative of the joint power production of heat and electricity, in
which the electric production follows the thermal requirements of an industrial type. The production
power profile has been built based on some hypotheses, such as considering the thermal power start
request of the industrial user is in around 6 o’clock at morning and ends in the evening around 17
o’clock. While, during these times a production of nominal power is considered. However, the power
plant is considered off during night time, weekend and holiday. This plant works for 2722 equivalent
hours per year. Fig. 4.25 shows the normalized generation of it.

Figure 4.25: Normalized generation of industrial CHP power plant.
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District Heating CHP: This plant has three biomass boilers with a total production of 20 thermal
MW. In winter the turbine works at full load day and night, as the produced heat during the night is stored
in two tanks for thermal storage which could be used in the morning in case of maximum load. While,
the night demand is lower in the spring and fall seasons, which the operated power is considered about
800 kW. Finally, for a certain summer period, the thermal demand is significantly reduced, which cause
electric production interruption;it should be noted that it is difficult to manage under 70% of nominal
power for this kind of generation unit. The described power profile has been shown in Fig. 4.26. The
theoretical model of the system works for 6671 equivalent hours per year.

Figure 4.26: Normalized generation of district heating CHP power plant.

Installation Regulatory and Geographical Constraints

As it was already mentioned, not all nodes have the ability to accommodate a new connection. Elec-
tric regulatory is the first constraint; a generator with power less than 100 kW can not be connected
directly to the MV network. For this reason, in the simulation DG with power lower than 100 kW should
be connected to node where there is already a secondary substation. In the particular case of the net-
work under analysis, which means that according to Fig. 4.27 this type of generators can be installed
in almost half of the nodes. The second type of constraint is the geographical constraints; in each node
according to its geographical location some specific sources with specific sizes could be connected. At
the following the constraints which have been taken into consideration for each source, and the radial
layout of the electrical network with the representation of the size constraints for each node according
to [235] is represented. Table 4.20 indicates the considered small, medium or large amount of this study
for each generator. If the power is less than the first row it means it has been chosen as the small size,
if it is between the value of first and second row it should be medium size and bigger than the last row,
goes for large size.

Table 4.20: DG nominal power in kW for consideration as small, medium or large.

No. PV Wind Hydroelectric
Medium

Hydroelectric
Small

Industrial
Cogenerator

District
CHP

1 5 0 2000 0 250 0
2 50 50 5000 500 500 0
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Chapter 4. Hosting Capacity Application

 

Secondary substation

Figure 4.27: Secondary substation on Aosta MV distribution grid.

PV Plant Installation Nodes: In the historical center of the city only small size of PV could be
installed, as the only available space is the buildings roofs. While, in the suburbs of the city the possibility
of installation has been considered medium-sized PV. The installation of large-scale plants has been
planned only for the nodes that are located outside the city under study. Fig. 4.28 represents the nodes
in Aosta grid which can host PV with different size.

Non installabile
Piccola taglia
Media taglia
Grande taglia

Figure 4.28: Possible installation point of PV.
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4.3. Multi-Generator Hosting Capacity

Wind Plant Installation Nodes: Wind turbines have less chance to be considered in the urban
context, especially when it comes to large plants. It has been assumed that not any kind can be installed
in the central area of the city and near the airport. The medium-sized plants has been considered on the
outskirts of the city and in the city agricultural areas. Moreover, large-scale plants have been installed
far from the city and the inhabited areas. Fig. 4.29 shows the possible wind turbine installation nodes.

Non installabile
Piccola taglia
Media taglia
Grande taglia

Figure 4.29: Possible installation point of wind turbine.

Hydroelectric Plant Installation Nodes: The allowed nodes for installing hydroelectric plants are
where there is a probability of exploitable waterways. Hence, the historical center has been excluded and
the possibility of installing new large-scale plants in urbanized areas has been excluded. The possible
places for installing hydroelectric plants have been shown in Fig. 4.30.

Non installabile
Piccola taglia
Media taglia
Grande taglia

Figure 4.30: Possible installation point of hydroelectric plant.
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Industrial Cogenerator Plant Installation Nodes: Considering the versatility of the cogeneration
plants and the possibility of being connected to various types of industrial or similar utilities, it is assumed
that these type of generators could be installed at any node of the network. However, in the historical
center the possibility of large-size installation is very low, thus in the nodes of this area the installation
is limited to small and medium size plants, fig. 4.31 shows these locations.

Non installabile
Piccola taglia
Media taglia
Grande taglia

Figure 4.31: Possible installation point of industrial cogenerator plant.

District CHP Plant Installation Nodes: For this kind of plants, it is hypothesized that any district
heating plants have enough power to be connected to the primary substation with a proper connection.
To simulate this condition, the district heating systems are bound to be connected to one of the two MV
bars of the primary substations, Fig. 4.32.

Non installabile
Piccola taglia
Media taglia
Grande taglia

Figure 4.32: Possible installation point of District CHP plant.
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4.3.4 Results and Discussion

The proposed procedure explained in Section 4.3.1 and 4.3.2 has been applied once again to the case
study of the Ponte Pietra primary substation with the aim of evaluating the hosting capacity of the grid
in case of multi-genertor connection considering three technical constraints explained in Section 4.2
according to equation 4.15.

Complete Grid Monte Carlo

In this study the total DG installation has been considered from 1 MW to 30 MW. For each installation
capacity different combination of DG including different size, type and location is defined through MC
simulation and for each single scenario HCVP KPI is evaluated, this index ranges between 0, when no
violation are detected in any of the evaluated scenarios, and 1, when all scenarios depicts violations).
Table 4.21 in the following identified the total number of violated constraints and also the total number
of scenario for each power injection to calculate HCVP. Moreover in this table the average and maximum
amount of voltage and current of Aosta grid for each amount of injection has been represent. Figure4.33
below demonstrates this KPI more clear.
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Figure 4.33: HCVP for complete grid topology with PF1.
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As it can be understood from these data and figure, the limiting factor for complete grid is RVC
constraint. At the power injection of more than 6MW RVC limitation and also at 7MW thermal limit
could be found, which it could be concluded that for the complete grid of Aosta the total HC is less than
7MW.

In order to evaluate the importance of controlling the voltage by reactive power injection to the
grid and making some advantage of HC increasing and also reducing the voltages near boundaries, the
above simulation has been performed once again with PF0.9 instead of PF1. Table 4.22 represents these
numbers in following. Figure 4.34 has been plotted according to the defined number in the previous
table.

According to the mentioned numbers, the total HC of the Aosta grid by considering PF equal to 0.9
has been evaluated by 7MW and the limiting factor is thermal limit here. As the voltage is decreasing
by changing the power factor to 0.9 the total HC could be increased also. In order to show the effect of
different PF with different power injection in the grid, Fig. 4.35 and Fig. 4.36 demonstrate the voltage
profile of Aosta grid in case of 2MW and 7MW power injection for PF1 and PF0.9 respectively in one
of the simulated scenario.
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Figure 4.34: HCVP for complete grid topology with PF0.9.
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(a) Yearly voltage profile for 2MW injection with PF1.

(b) Yearly voltage profile for 2MW injection with PF0.9.

Figure 4.35: Yearly voltage profile for 2MW injection with different PF.
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Chapter 4. Hosting Capacity Application

(a) Yearly voltage profile for 7MW injection with PF1.

(b) Yearly voltage profile for 7MW injection with PF0.9.

Figure 4.36: Yearly voltage profile for 7MW injection with different PF.
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Finally, Fig. 4.37 shows the total power injection define by MC simulation by each DG for both
6MW and 7MW injection, where the blue color is representing 7MW and the orange color for 6MW.

PV Wind Small Hydro Medium Hydro Cogenerator CHP
0

1

2

3

4

5
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Figure 4.37: DG grid injection for installed capacity of 6MW and 7MW .

Monte Carlo and Bricks Approach

Table 4.23 and 4.24 represent the total number of scenarios, the violated one for each defined con-
straints, the voltage and current characteristics of short feeder categories for PF1 and PF0.9 respectively.
Furthermore, their HCVP criteria to estimate the multi-generator HC with 5% acceptance of violation is
plotted in the Fig. 4.38 for both PF1 and PF 0.9.

As can be seen from the tables and figures, in short feeder the only limited constraint is thermal limit.
Thus changing the power factor from 1 to 0.9 should not have any significant influence on the HC of the
network. The total HC for this network with putting more than one generator in each scenario for PF1 is
less than 8 MW, whereas for PF 0.9 is less than 7 MW. As it is obvious by increasing the injection to the
grid, the total number of violations have been increased which is shown perfectly in the figures.

The same as short feeder category, Table 4.25 and 4.26 express the total number of scenarios for each
power injection and the total number of violation of each constraints for medium feeders. Moreover, the
average and maximum values of voltage, current and RVC in order to comparison with complete grid
model and short category is presented in this tables for PF1 and PF 0.9 respectively. Hereinafter, Fig.
4.39 illustrates the HCVP for medium feeder with different PF.

From the tables and figures it can be seen that, the total number of violation in medium feeder is
increasing compare to the short feeder. Although the limiting factor in this category is still thermal
limit, steady-state voltage violation and RVC violation also can be seen. These amount of violation by
changing the PF1 to PF0.9 have been reduced. The total amount of HC of the grid in case of multi
generator injection for medium feeder with PF1 is less than 7 MW and with PF0.9 is less than 6 MW,
this could happen due to the problem of reverse power flow. From the estimated HC we could conclude
that total HC in medium feeder is less than short feeder.
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(a) HCVP for short feeder category with PF1.
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Figure 4.38: HCVP for short feeder category with different PF.
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Figure 4.39: HCVP for medium feeder category with different PF.
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Finally, Table 4.27 and 4.28 stress out the total number of violation of each constraints and the total
number of scenarios for each active power injection by DGs to grid to calculate the HCVP for long feeder
categories. In this tables also the amount of average and maximum values of current and voltage could
be found. Then HCVP for this kind of feeder for both PF have been shown in Fig. 4.40.

By combining the three mentioned category to only one and finalize the results, there would be a
possibility to compare the Monte Carlo for the complete grid and the Monte Carlo with combination of
the Bricks approach. Hence, Table 4.29 and 4.30 represent the quantity of violated constraints, current
and voltage of Aosta grid for the proposed method. Fig. 4.41 illustrates HCPV here.

The comparison between two different PF indicates that in case of reactive power injection the volt-
age could be controlled and the violated scenarios related to steady-state voltage and RVC could be
decreased significantly. However, in this case due to some reverse power flow in the lines the number of
violated thermal limit could be increased which in this case by changing the PF to 0.9 the total HC of
Aosta city has increased slightly from 6MW to 7MW.
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(a) HCVP for long feeder category with PF1.
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Figure 4.40: HCVP for long feeder category with different PF.
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(a) HCVP for Bricks approach with PF1.
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Figure 4.41: HCVP for Bricks approach with different PF.
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Complete grid and Bricks Comparison

The main advantage of using combined MC simulation and Bricks approach in comparison with MC
simulation for the complete grid is less computation time and required data. The computational time of
MC simulation for the full grid is more than 680 hours, whereas for the combined method this amount is
about 7 hours (intel i7 7700 - 16 GB Calculator).

As it has been discussed in the past paragraphs, the total HC of the Aosta grid for both methods
is almost equal to 6MW for PF1 and in case of reactive power injection (PF0.9) this amount has been
defined as 7MW. Hence, in order to show the accuracy of the proposed method, HCVP comparison for
PF1 and PF0.9 have been demonstrated in Fig.4.42 and the relative error has been shown in Fig. 4.43.
As it is clear from this picture, the median of all the boxes are less than 0.05% which shows a promising
results.
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(a) HCVP comparison between complete grid and Bricks approach, PF1.
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Figure 4.42: HCVP comparison between complete grid and Bricks approach with different PF.
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Figure 4.43: HCVP error (%) both MC simulation and MC with Bricks approach.

4.4 Electric Vehicle Hosting Capacity

The goal of this section is to evaluate the impact of the e-mobility hosting capacity charging processes
on the electric grid, in a real-life study case. An effective approach is proposed to quantify the increase
in the energy consumption on the grid with respect to both grid operation and efficiency.

Renewable energy sources are the main driver of the ongoing energy revolution all over the world.
In order to manage RES, electric networks infrastructure, and the relevant regulatory and market frame-
works, need to be properly updated. Similarly, there is a significant effort in the energy world toward
a low carbon framework: one of the sectors which is experiencing important improvements is trans-
portation. In 2011, the road transportation greenhouse gas emission was estimated 17% of the total 24%
in the European Economic Area. Hence, European Commission has adopted a roadmap to cut 20% of
transportation emission by 2030 and 60% by 2050 [236], [237], [238]. Therefore, transportation sector is
shifting to electric mobility (e-mobility) and EVs that could reduce the CO2 emissions [239]. Actually,
it is particularly important to evaluate which role the electric mobility could play in the new framework
of the RES based electric grids.

Electric mobility could act as an elastic load; it could theoretically change its energetic behavior in
order to fit at best with the energy balance of the grid. It is well known that a first step of integration
in the electric grid is relevant to a control of the charging processes, in order to schedule them at best
[240] or to limit them in case of a grid congestion [241]. A second, more advanced, step is the so called
vehicle-to-grid approach, that is an active role of the e-mobility batteries injecting when is necessary
(e.g. in case of a system under-frequency transient). The research of this part of the thesis is focused on
the first step, i.e. the goal of the work is to evaluate the impact of the e-mobility charging processes on
the distribution grid, in a real life study case, to manage such an increase in the energy consumption with
respect to both the grid operational and efficiency parameters.

Some research has been done focusing on EVs management in the literature to schedule the charge
of EVs optimally. In [241], [242], [243], [244], [245] the day-ahead forecasting techniques of EV load
have been used to minimize the energy cost or to maximize the operators profit by creating the charging
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process schedule. Heuristic approach based on particle swarm optimization is used in [246] to determine
the allocation of EVs. In this study, the power flow procedure is run before the optimization process.
The possibility of discharging batteries to provide energy to the grid is evaluated in [246]. The offline
optimization which has been used in this research presents some limitations in terms of flexibility in
the management of unexpected working conditions. The works in [243] and [242] are based on online
procedures. The method proposed in [242] is based on using the preliminary optimization that could
define the set-point for each charging station. Moreover, a controller implemented in the charging station
schedules the charge requests. The network operation effects on the charge requests constraints, and the
advantages of the scheduling procedure on the power system, have not been studied in depth, as the
infrastructure of electricity distribution is not modeled in this study. In [243], the power grid is divided
in zones; the spatially distributed optimization procedure performed for each zone independently leads
to local optimal. For this reason, this method does not address network-wide issues and constraints.

Another important topic to be addressed evaluating the E-mobility evolution is relevant to the reg-
ulatory framework. In fact, charging stations could be classified in public and private points. In the
first case, private users will have to activate two different supply contracts and two different meters; this
could open to advanced energy price tariff focused on e-mobility. Similarly, private charging stations
could be activated and managed for a public use; in this case the owner will act as an energy supplier,
eventually providing additional services. In case of public charging points, it is mandatory to guarantee
a nondiscriminatory access to the area; they could be managed by DSO or in order to foster competition,
by new e-mobility operators. Investment cost could be covered by revenues on the access fees, eventu-
ally incentive schemes could be proposed by the National Regulatory Authorities in order to foster the
e-mobility growth. Since this topic is particularly debated and worth an investigation, in the following a
focus is dedicated to the regulatory framework evaluation.

4.4.1 Sustainable Mobility Legislation

The Italian legislation concerning the alternative fuels adopted in the transport sector evolved in the last
decade moving from the acknowledgment and the adoption of European Directives, contextualized in
the energy strategy “EU2020” put in place by the European Commission (EC). In particular, the strategy
for Europe-2020 [247] promotes the diffusion of sustainable mobility looking after three main issues:

• The definition of common technical standards.

• The development of the required infrastructure.

• The incentivization of research in transport field.

Specifically, foreseen policies in Transport2050 [237] roadmap by EC has ambitious targets:

• CO2 emissions reduction from the transport sector by 60%.

• Strong effort towards the usage of zero and low emissions EV and Hybrid Electric vehicles (HEV).

• Prevalent presence of ecological vehicles in urban areas.

Moreover Directive 2009/33/EC [248], concerning the promotion of green and low consumption
vehicles, defined the target of 10% renewable energy quota in transport sector by 2020; these actions

127



i
i

“Thesis” — 2019/4/15 — 12:06 — page 128 — #150 i
i

i
i

i
i

Chapter 4. Hosting Capacity Application

are included in a general framework where the diffusion of EV and HEV is promoted together with a
required continuous reduction of green house gases emission by traditional, internal combustion engine
based vehicles [249].

Following the 2020 package and the actions urged for the transport sector by EC, many associations
have been called to express their position at European and national level; the relevant documents have
been exploited to define policies to be implemented in Italy [250], [251], [252].

As a first result of the EU directives, since 2010 ARERA, the National Regulation Authority of
Italy, sustained electrical mobility through a series of actions, with reference to both private charging
systems and public ones. With Decision 56/2010 [253] ARERA introduced a general system charge
and a grid services tariff for private charging systems, deleting the legislative constraints that could
impede the installation of new charging points; right after, with Decision 242/2010 [254], a new tariff
for public charging systems has been introduced: this tariff entered in force in 2011 and is updated every
three months. Within the same decision, ARERA launched a series of pilot projects concerning the
development of infrastructures for the charging of EV; these pilot projects have been selected with the
Decision 96/2011 [255] and ended in 2015, bringing to relevant results.

More recently, the European and Italian legislation concerning the promotion of EV moved from two
main measures:

• EU Directive 2014/94/EU.

• Law of 7 August 2012 n. 134 by the Italian Parliament.

Starting from the guidelines identified by the two documents at European and Italian level, it has been
possible to define the deployment plans for EV charging infrastructures, the technical rules concerning
modes and type of connections required for EV charging systems, and all regulatory aspects concerning
the management of EV charging points. On October 2014, European Parliament published the Directive
2014/94/EU [256] defining the main options for the diffusion of alternative fuels in the transport sector.
The document individuated main obstacles for the diffusion of new mobility solutions in:

• Absence of a physical infrastructure for distribution of alternative fuels.

• Absence of a common reference framework concerning technical rules and standards.

These two issues are correlated to the lack of awareness regarding alternative fuels by EU citizens, the
inability to develop economy of scale in this sector, in terms of both demand and offer of zero emissions
vehicles. The directive sets four main classes of actions to be taken by the member states:

• Deployment of an adequate number of public charging points by 2020 in urban areas and by 2025
in sub-urban and high-density areas, with the request to guarantee different technical solutions
(AC/DC technologies with different power and voltage levels) and a non-discriminatory access to
charging infrastructure both from the operators side, promoting a competitive market for charging
points management, and from the user side, allowing the purchasing of different types of services
involving the charging process.

• Definition of a national strategic framework for an effective development of the alternative fuels
market, taking into consideration the key issues for the transport sector at a national level and the
requests coming from regional and local entities.
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• Provision of all the information needed by citizens and stakeholders in a clear and coherent way,
in order to favor the use of advanced technological solutions within the charging infrastructures
and the diffusion of new mobility habits.

• Requirement to present a document to EC within November 2019 (and since then every three
years) to report about all national measures undertaken in order to sustain the diffusion of alterna-
tive fuels from the juridical, strategic and development point of view.

Italy has acknowledged and applied the EU directive with Law n.134 of August 2012, defining the de-
velopment of a national charging infrastructure for EV as a priority among the actions to be implemented
in the 2020 panorama. Under the light of this law, since 2013 Italy defined a national infrastructural plan
for the charging of electric vehicles (PNire [257]), further developed with Law of 16 December 2016
n.257 [258]. The plan defines the guidelines to establish a diffuse development of charging stations for
EV all over the Italian territory, starting from a series of measures involving:

• Institution of an EV charging service, for both private and public transport, which is coherent with
the EU framework.

• Introduction of management procedures for the services to be delivered in charging stations, par-
ticularly concerning the costs to be sustained by the users, the presence of a differentiated system
tariffs and the regulation of modes, time and connections required for the charging process, taking
care of the needs of users and electric grid.

• Introduction of incentives and facilitation for the operators of the charging stations to favor the
updating of services offered.

• Realization of specific programs to promote the technological update of the existing private and
public buildings, in order to integrate EV charging solutions.

• Promotion of research activities in all the fields concerning the development of new solutions for
EV charging processes, and all the aspects related to sustainable mobility.

The PNire implementation has been divided into two different steps:

• Phase 1 (2013-2016), where institutions are called to define a reference framework for the infras-
tructural development and implement a first technological deployment which can guarantee the
EV motion within urban areas.

• Phase 2 (2017-2020), where EU member states, stakeholders (such as car builders and normative
entities) and national authorities are called to define harmonized standards to favor the diffusion
of sustainable solutions, and charging infrastructure must be completed to be able to host a high
and increasing level of EV penetration.

According to EU directives, Italian legislation defined four main charging modes, differentiated on
the basis of the power provided during charging process, and consequently the time needed to charge an
EV’s battery. This classification distinguishes slow, fast and very fast charging process, going from 7.4
kW of power provided (slow) up to more than 50 kW (very fast). The different technological solutions
which can be adopted have been declined by Italian legislation according to different charging scenarios.
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In the first scenario the charging process is supposed to last for a long time: this is the case of charging
points at workplaces or in residential areas, where charging process is carried out during the whole day
or at night-time. In this case low power (7 kW) charging points are required, and two connection plugs
are needed.

In the second scenario the charging process lasts for less than two hours, such as in the case of
commercial areas where tertiary services are provided; therefore, medium power charging points are
requested, with the possibility to charge more than one vehicle at the same time from a single charging
station. In this case the typical power provided is around 20 kW.

In the third scenario the time foreseen for the charging process is reduced, typically below 30 minutes.
In this case, high power solutions, both in AC and in DC, are required, to guarantee flexibility and high
performances; hence, advanced combined charging systems must be implemented. It is important to
notice that in every case the charging process must be guaranteed independently from the necessity for
the user to conclude a deal exclusively with the operators of charging stations; moreover, the provision
of the charging process should be developed as the selling of a service and not of a good. Consequently,
advanced solutions concerning the metering of energy provided, the monitoring of relevant parameters
and the optimization of charging process can be a part of the service purchased by the user.

Finally, the realization of charging infrastructure must be carried out through proper agreements with
the local administrations and DSOs, in order to exploit the knowledge of the territorial needs and to
verify the limits due to the electricity distribution grid.

4.4.2 Proposed E-mobility Hosting Capacity Charging Process

One of the biggest challenge for DSOs is the use of an intelligent control for managing power fluctuation
due to passive and active users, to have more reliable and efficient networks [259]. In the DSO per-
spective, it is very important to guarantee a reliable management of the distribution grid, consequently
proper planning and operational tools are required. Actually, the increasing of EV utilization may cause
overload and undervoltage disturbances on the distribution grid [260], [261].

With respect to DGs, in the literature a lot of works propose a KPI approach, Section 2.2, to evaluate
the maximum amount of incremental generation that system can manage according to grid technical
constraints (such as steady-state voltage variation, thermal limits and Rapid Voltage Changes RVC). On
the other hand, increasing the end-user electricity requirements is the main issue from the demand side,
which is leading to evaluate the operational margins [241]. Hence, here a similar approach is proposed in
order to evaluate the maximum amount of e-mobility charging processes which the grid could manage.

The KPI approach proposed for the evaluation of the e-mobility charging processes on the distribution
grid is based on a Monte Carlo algorithm discussed in Section 4.3.1. Scenarios are evaluated thanks
to performance indices typically adopted for hosting capacity evaluation in Section 2.2: steady-state
voltage variation, line thermal limit and rapid voltage change and grid efficiency which is explained in
the following.

Grid Efficiency: Losses on MV feeders can be evaluated as a further performance index; in particular
such an index will be adopted to compare the efficiency of the electric grid in supporting different e-
mobility penetration scenarios, and allow to compare each other the grid performances with respect to
different assumptions in the e-mobility parameters.
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In order to model e-mobility energy needs, the developed MC procedure is based on different as-
sumptions. In the performed simulation, a charging station has been supposed in place in every sec-
ondary substation of the passive grid and for the second step in the active grid, in order to evaluate the
impact of DG presence on the electric vehicle on distribution grid. In this regard, three different charging
modes have been proposed, coherently with the scenarios detailed in Section 4.4.1. Namely, 3 kW (the
most common solution in place in Italy for domestic and slow charging process), 20 kW (selected to
represent fast public charging station) and 50 kW (a charging power equal to 50 kW has been supposed
as a realistic, short/medium term assumption for very fast charging station) have been selected as slow,
fast and very fast recharge processing respectively. Each charging station has the same probability to be
selected, while a roulette wheel selection has been used in order to select the node where a new e-car is
asking for a recharge.

A second roulette wheel has been adopted in order to choose the nominal power of each charging
process, i.e. to simulate different charging technologies for different vehicles. Three different distribu-
tions of each mode have been considered; the first distribution has been tested for mainly slow domestic
recharge process, the second one is mainly fast process and the last one is considered prevalence very
fast process. In the following the probability of each technology has been mentioned.

• Simulation SET1: 80% slow + 10% fast + 10% vary fast.

• Simulation SET2: 20% slow + 60% fast + 20% very fast.

• Simulation SET3: 10% slow + 10% fast + 80% very fast.

Similarly, adopting a third roulette wheel, a different distribution of arrival-departure time has been
modeled for each vehicle (i.e. different charging time). For each hour of the year, the algorithm simulates
the charging processes (increasing them iteratively) and checks the KPI devoted to evaluating the quality
of supply, up to a predefined operational limit. Simulations are defined with respect to different assump-
tions. The slow recharge process time is concentrated on late evening and each charging process will last
for 7 hours (21 kWh). In this charging process, only one recharge per car in each single day is allowed.
High probability for using fast recharge process in late morning and afternoon has been assumed, each
charging process will last for 2 hours (40 kWh) and (as domestic charging process) only one recharge per
each car in each single day is permissible. The very fast process time has more probability from 8 a.m.
to 22 p.m. as the charging process will last only one single hour (50 kWh) and two recharge processes
in each day could be done by each electric car. Table 4.31 represents the summary of time probability
adopted for the study and Fig. 4.44 and 4.45 show the flowchart of the proposed approach for passive
and active network respectively.
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Table 4.31: Time distribution in different charging technology.

Charging
Mode

Power
(kW) Time Probability Charging

Time (h)
Daily Charge

(each car)

Slow 3
12am-6pm
6pm-12am

0.1
1 7 1

Fast 20

12am-10am
10am-3pm
3pm-6pm
6pm-12am

0.1
1

0.1
1

2 1

Very Fast 50
8am-10pm
10pm-8am

1
0.1 1 2

Figure 4.44: Monte Carlo flowchart for E-mobility charging process for passive network.

The same as evaluating HC for multi-generator scenario the Monte Carlo procedure is based on an
iterative behavior and equation 4.13 and 4.14 represent the convergence criterion based on µLoss and
σLoss, the losses mean value and the losses standard deviation respectively. The variation of these two
values should be placed lower than ε. In order to have a more robust criterion this procedure is repeating
5 times continuously.

Once the simulation for passive network has performed and the results are obtained, the procedure
has been implemented again to evaluate the e-mobility charging process on the active network, as it is
expected the presence of DG could increase the capacity of electrical vehicle on the grid. To do so, two
Monte Carlo simulation need to be performed. The first one is devoted to locating and sizing different
DGs for the under-studied grid according to the total HC of the it, and the second MC simulation is
related to e-mobility charging process. In Section 4.4.4, both passive and active network results are
presented.
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Figure 4.45: Monte Carlo flowchart for E-mobility charging process for active network.

4.4.3 Validation of the Proposed Approach

San Severino Marche, with 193 km2 area, is a small town in the center of Italy; its 20 kV distribution
grid has a total length of 180 km. Fig 4.46 shows the energy demand during a year, simulated in this
research exploiting the realistic assumptions on the load. Two transformers are placed in the primary
substation; six feeders depart from one transformer and seven from the other one. Fig. 4.47 shows
this structure, in which the red busbar has 104 km and the green busbar has 76 km. In the past, the area
reported a significant amount of hydro resources while, recently, photovoltaic penetration rises each year.
Moreover, due to the agricultural activities, good opportunities are also related to biomasses. The energy
needs of the loads are quite limited, consequently a reverse power flow regularly occurs, especially
during summer time. Figure 4.48 demonstrates the power exchange measured at the HV/MV interface,
the green color is standard (passive) operation and the red one is in reverse power flow condition.

A peak demand of the grid is 53.55 MW where 370 generators by total amount of 27.6 MW are
connected to it. The main typologies of generators are solar, wind, and hydro from rivers, where the
generation profile of them have been presented in Fig. 4.49 (a)-(c).
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Figure 4.46: Yearly energy demand in San Severino Marche..

Thanks to past experimental projects, the area is already provided with an advanced communication
architecture, allowing the exchange of real-time signals/data between the DSO’s control center and the
users; in particular the communication system is based on fiber optic, Wi-Fi bridges, and mobile network
(LTE). Moreover, the Smart Grid core unit is linked to the DSO SCADA/DMS and to a set of monitoring
apparatuses deployed in primary and secondary substations to properly collect real time measurements
about the grid operation [262]. Finally, weather nowcast and forecast equipment are going to be deployed
in order to estimate in real time and in advance RES production [246].

Actually, the Smart Grid architecture is designed to provide in perspective advanced services to the
DSO:

• DERs production forecast on a multi-scale time window to provide advices to DSO.

• Real-time and predictive state estimation of MV network.

• Evaluation of the network performance indexes (energy losses, hosting capacity, etc.).

• Identification of the optimal grid topology to be adopted (i.e. which switching devices should be
opened or closed, and for how long, to optimize the grid operation according to given KPIs).

• Warnings about possible problems expected on the network in the next future.

• Provision of ancillary services from the active users equipped with Energy Storage Systems.
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Figure 4.47: San Severino Marche PS detailed in two transformers and 13 feeders.

Figure 4.48: Reverse power flow in San Severino Marche network.

4.4.4 Results and Discussion

In order to validate the proposed procedure in section 4.4.2, it has been tested on an equivalent model
of the San Severino distribution grid, and several simulations have been performed for both passive and
active network. In particular, for each single simulation set, the number of 1000, 2000, 3000 and 4000
electric cars have been connected to the grid nodes.

Passive Distribution Network

In the following, Table 4.32, Fig. 4.50 and 4.51, a detailed analysis of the aforementioned simulations
for the passive network is reported; results are relevant to a whole year scenario and samples are detailed
for each single hour. The focus is in the evaluation of the distribution grid e-mobility hosting capacity
and in the quantification of the relevant impact on losses. Simulated Scenarios are detailed with respect
to different assumptions on the e-mobility penetration in the area (power absorbed during the charge
processes, number of charges in a day, travel length average, etc.).
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(a) Yearly Hydroelectric profile.
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(b) Yearly Thermoelectric profile.
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(c) Yearly PV profile.

Figure 4.49: San Severino Marche DG yearly profile.
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After performing MC simulation for the mentioned number of cars and for each simulation set, the
results were evaluated according to the technical constraints; Table 4.32 represents these results. For
each simulation set hosting capacity limits are reported: min voltage steady state, max current over the
feeders, rapid voltage changes and yearly losses over lines. According to this table, we can conclude
that the hosting capacity of connecting electric cars to San Severino Marche grid is less than 4000, 2000
and 2000 cars for simulation SET1, SET2 and SET3 respectively. Actually, the table reports the KPI
analysis up to the identification of an index violation. In all the performed simulations the limiting
factor results to be the maximum current over the grid branches. Based on the classified assumptions
in the Simulation SET1 (charging processes mainly based on domestic and slow processes) the grid
under study shows an overcurrent equal to 114.94% of the nominal one in managing lower than 4000
e-cars. Adopting assumption corresponding to the Simulation SET2 (charging processes mainly based
on fast public charging station) the hosting capacity results limited to less than 2000 cars (overcurrent
up to 120.81% are detected). Finally, Simulation SET3 assumption drives to an even higher overcurrent,
depicting a grid hosting capacity slightly higher than 1000 e-cars. Moreover, faster charging process
could bring increase of system losses.

Figure 4.50 shows the transformer power flow after adding 1000 cars in the grid for each simulation
set. As obvious, the power flow increased where the charging process is faster. In addition, Figure 4.51
magnifies these amounts for one single week. It can be seen that, in simulation SET1 and SET2 the peak
values could be changed in hours of the day by high probability of charging cars, however in simulation
SET3 the peak values are focused in daylight hours, that is critical load fluctuation over a single day
could arise (such a result is coherent with respect to the assumptions adopted in the models developed
for this study).

Table 4.32: Monte Carlo results for 3 different recharge processing distribution in passive network.

Test Case
Without Gen

Voltage
(pu.)

Thermal Limit
(I/Imax)

RVC
(pu.) Loss/Energy

Min Mean Max Mean Max Mean Max Mean

SET1

1000 Cars
2000 Cars
3000 Cars
4000 Cars

0.9843
0.9764
0.9698
0.9619

0.9965
0.9954
0.9943
0.9932

1.0004
1.0003
1.0002
1.0001

0.0442
0.0628
0.0768
0.0910

0.7872
0.8765
0.9860
1.1494

1.1e-4
2.3e-4
3.4e-4
4.5e-4

1.8e-3
2.17e-3
2.49e-3
3.12e-3

0.8427
0.9854
1.1519
1.3525

SET2
1000 Cars
2000 Cars
3000 Cars

0.9665
0.9676
0.9556

0.9945
0.9941
0.9923

1.0002
1.0001
1.0001

0.0742
0.0788
0.1010

0.0876
1.0546
1.3077

1.8e-4
5.3e-4
7.1e-4

1.53e-3
3.94e-3
4.12e-3

0.9597
1.2736
1.6102

SET3
1000 Cars
2000 Cars

0.9665
0.9466

0.9945
0.9913

1.0002
1.0001

0.0742
0.1139

1.0472
1.4737

3.2e-4
6.4e-4

3.16e-3
4.87e-3

1.2403
1.9212
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Active Distribution Network

As already mentioned in the introduction, the aim of this thesis is expecting different impact on the
grid. Hence, DG could be useful to manage more e-cars on the grid. In order to have an active distribution
grid considering three defined type of DG, in san Severino Marche including PV, hydroelectric and
thermoelectric a Monte Carlo simulation has been performed to find a distribution of the DG in the grid.
Fig. 4.52 shows the percentage of each DG type in this network for the total HC of 7MW.

Figure 4.52: Installed different DG percentage in San Severino Marche.

After locating 7MW DGs in the grid, by performing MC simulation the possible number of charging
cars without causing any grid reliability issues could be defined. The aforementioned procedure has been
repeated for different power factor. In the following, Table 4.33 and 4.34 report the system losses and
the value for each constraints.

Table 4.33: Monte Carlo results for 3 different recharge processing distribution in active network, PF1.

Test Case
Without Gen

Voltage
(pu.)

Thermal Limit
(I/Imax)

RVC
(pu.) Loss/Energy

Min Mean Max Mean Max Mean Max Mean

SET1

1000 Cars
2000 Cars
3000 Cars
4000 Cars

0.9847
0.9815
0.9745
0.9669

0.9971
0.9960
0.9949
0.9937

1.0032
1.0029
1.0025
1.0021

0.0467
0.0595
0.0730
0.0867

0.6723
0.8102
0.9661
1.1338

1.9e-4
3.1e-4
4.3e-4
5.3e-4

2.30e-3
2.73e-3
2.99e-3
3.34e-3

0.7523
0.8791
1.0445
1.2311

SET2
1000 Cars
2000 Cars
3000 Cars

0.9821
0.9682
0.9608

0.9965
0.9947
0.9929

1.0033
1.0034
1.0030

0.0542
0.0752
0.0969

0.7322
1.1401
1.2864

2.4e-4
5.8e-4
7.9e-4

1.61e-3
4.32e-3
4.83e-3

0.8567
1.1450
1.4747

SET3
1000 Cars
2000 Cars

0.9734
0.9536

0.9963
0.9923

1.0036
1.0035

0.0711
0.1100

1.0248
1.4588

3.8e-4
6.9e-4

3.54e-3
5.35e-3

1.1340
1.7936

By comparing the results of these tables with the similar table in passive network it could be found
that the losses are decreasing in active network. Moreover, it can be decresed more, if there will be
an ability of voltage control by reactive power injection. Active grid leads slightly voltage increasing,
however by reactive power injection from DG, the voltage rising could be controlled, Fig 4.53 shows
this trend. Since the limiting factor in this network is thermal limit, by reactive power voltage control the
amount of hosting capacity is still remain almost the same.
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Table 4.34: Monte Carlo results for different recharge processing distribution in active network, PF0.9.

Test Case
Without Gen

Voltage
(pu.)

Thermal Limit
(I/Imax)

RVC
(pu.) Loss/Energy

Min Mean Max Mean Max Mean Max Mean

SET1

1000 Cars
2000 Cars
3000 Cars
4000 Cars

0.9847
0.9765
0.9704
0.9634

0.9965
0.9954
0.9943
0.9932

1.0021
1.0018
1.0015
1.0009

0.0489
0.0628
0.0768
0.0910

0.6736
0.8436
0.9709
1.1498

1.6e-4
2.8e-4
3.9e-4
4.9e-4

2.12e-3
2.52e-3
2.73e-3
3.14e-3

0.7519
0.8784
1.0439
1.2309

SET2
1000 Cars
2000 Cars
3000 Cars

0.9739
0.9512
0.9403

0.9853
0.9932
0.9901

1.0021
1.0026
1.0029

0.0542
0.0752
0.0969

0.7852
1.1544
1.3113

2.1e-4
5.3e-4
7.5e-4

1.47e-3
3.97e-3
4.36e-3

0.8557
1.1416
1.4703

SET3
1000 Cars
2000 Cars

0.9727
0.9470

0.9951
0.9919

1.0034
1.0032

0.0721
0.1110

1.0389
1.5181

3.2e-4
6.3e-4

3.32e-3
4.59e-3

1.1260
1.7915

(a) Voltage histogram for 2000 cars with slow charging technology, PF1.

(b) Voltage histogram for 2000 cars with slow charging technology, PF0.9.

Figure 4.53: Yearly voltage profile histogram.
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4.5 Summary

Increasing penetration of distributed energy resources in distribution network needs active network man-
agement as it could cause system voltage violations and overloading. Hence, nowadays evaluating the
maximum hosted generation by distribution grid (Hosting Capacity) is vital for distribution system oper-
ators. In the first and second part of this chapter a new effective computative method (Bricks approach)
and its combination with Monte Carlo simulation to evaluate the hosting capacity in case of grid parame-
ter uncertainties and multi-generator connection in a real-life case study was proposed. Bricks approach
is useful when network data are complex to collect or when the computational effort could result critical.
According to Bricks approach, feeders and collaterals are classified in given categories according to their
electrical characteristics. The tests performed, taking into account 3 main technical constraints (steady-
state voltage variations, rapid voltage changes and thermal limits), proved the method to be effective in
estimating the HC in real-life distribution networks, if compared to the method based on the complete
grid model.

Then in the last part of this chapter, the impact of e-mobility charging processes on the electric grid in
a real-life study case was evaluated. The aim is to propose HC as an effective index not only for evaluate
DG but also in order to evaluate the impact of e-cars on distribution grid. Hence, a similar procedure
to the one developed for DG have been adopted for e-car. The study was developed according to three
different recharging modes, the first based on slow charging process, the second relevant to fast charging
station, the latter based on enhanced, very fast, public charging stations. Afterwards, three different test
case (SET1, SET2 and SET3) had been tested. The charging processes impact on the grid, in both case
of active and passive grid, were evaluated adopting a KPI procedure, devoted to quantify the hosting
capacity of the grid. In all the performed simulation, no criticalities have been detected with respect to
the feeders voltage profile. As a matter of fact, the limiting factor in the grid charging process hosting
capacity resulted to be the lines thermal limit, i.e. the maximum current the feeders could manage.
In addition, the results showed that although SET3 distribution (mainly very fast charging) provides
high speed charging process, it could cause some critical load fluctuation over a single day limiting the
capacity of the grid to host recharge process, or, similarly, decreasing the efficiency of the distribution
grid. Moreover, the total losses in active distribution network shows a lower amount in comparison with
passive one.
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CHAPTER5
Voltage Control

5.1 Introduction

The increasing penetration of dispersed generation mainly based on renewable energy sources, as
a supplement to centralized generation, has caused new challenges in modeling, operation and
controlling of the MV distribution grid. Although DGs could take some advantages from RES

production such as sustainability, less maintenance and low carbon emission, since DGs power injections
to the grid are not coordinated with the actual distribution grid, it can cause power quality and reliability
degradation such as harmonics, voltage profile and interface protection problems and moreover it may
increase system losses and operational costs [67].

The fast increasing of DG connections may affect the supply quality. In fact, voltage profile along
the feeder have been influenced and overvoltage at the DG’s Point of Common Coupling (PCC) may
occur [5], [152]. The voltage increase along the feeder leads to power flow decreasing in the HV/MV
transformer which cause load compensation decreasing. Thus, new voltage regulation approaches are
required which have to act not only through substation measurements [263], [226].

In order to overcome these issues, distributed system operators have to evaluate the maximum gen-
eration that can be hosted by distribution grids without violating the technical constraints and find the
ways to increase as it was discussed in Section 2.3.3. In this chapter voltage control as one of these
approach has been discussed. After a brief introduction of voltage rise issue, the proposed set-up for
voltage control has been introduced, and finally the tested results has been reported.
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Chapter 5. Voltage Control

5.2 Voltage Rise Issue

Due to the increasing number of DG in distribution grid, the voltage problems are also increasing (volt-
age increasing issue has been discussed in Section 2.2.2). This cause sever problem in case of no demand
as all the exceed generation by DG should be exported to the primary substation. Authors in [264] cate-
gorized the voltage issues in distribution grid into short term and long term group. Short term category
takes place between a half-cycle and sixty seconds which usually caused by a fault in power system and
leads to voltage dip. Whereas, the second group such as overvoltage and undervoltage takes longer time
and could cause more sever issues in power system. In case of voltage rise issues, a management system
could assist to eliminate the voltage rise problems.

5.2.1 Voltage Control Architecture

In order to keep the voltage of distribution grid inside its boundaries, it is important to use a control
scheme to reduce the voltage profile in case of voltage rise and increase it in case of voltage drop. To
do so, there are several methods to improve the distribution system voltage regulation in unidirectional
power flow such as [265]:

• MV PS voltage set-point increasing

• Feeder conductor size increasing

• Generator voltage regulator

• Primary feeder shunt capacitor

• Primary feeder series capacitor

• Substation capacitor

• Substation voltage-regulator apparatus

• Feeder section changing to multiphase

• Load transferring to the new feeder

Always at each secondary substation an automatic voltage regulation and feeder regulator are pro-
vided. Moreover, primary substation is equipped by OLTC which has the ability to automatically regulate
the reference voltage. However, depending on the system requirements one of the mentioned techniques
could be used.

Voltage regulator equipments are configured in order to regulate the voltage level in case of load
variation. When the load is increasing, voltage regulators are working in direction of increasing the
voltage in order to compensate the feeder voltage drop. On the other hand, when the load consumption
is decreasing, the voltage needs to be decreased as well.

In all feeders and in each secondary substation capacitors have been installed in sufficient quantities
in order to set up power factor. For having an automatic switching, in many of these installations a
control system has been equipped. Fixed capacitor is not a voltage regulation device by itself, however
the automatically switching procedure could help to make them a replacement for traditional voltage
regulators [38].
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5.2. Voltage Rise Issue

By increasing the number of DG in the distribution grid, the traditional voltage control such as OLTC
and capacitor bank are not enough. Hence for the new situation, new control regulation is necessary.
Each DG unit has an indirect influence on the other DG unit in the grid; a reactive power increasing in
on of them cause injection decreasing in the others. Hence, more coordination and higher infrastructure
between apparatuses is necessary. Moreover, as DG units are mainly based on RES with periodic be-
havior, voltage regulator respond time is also increasing [266]. DG causes the increasing number of tap
positions in OLTC leading to shortening its life. Hence, tap position minimization in active distribution
network is required [267].

In the literature, several methods are proposed for voltage regulation. The first step of distribution
grid control strategies is based on local management which is already expressed by national standard,
e.g. the Italian Technical Committee, and international standard IEC [233]. Since the possibility of
reverse power flow by increasing the penetration of DGs into the grid is arising, distribution system is
transforming to the active distribution network. By this transformation, DSOs can solve voltage problems
by controlling grid generation and consumption [268]. To do so, an active network management will be
needed which, by real-time communication and control, may provide better DG integrations [269].

There are several ways in the category of advanced control voltage such as centralized voltage con-
trol, coordinated voltage control, local voltage control, hierarchical voltage control and distributed volt-
age control. Each of the aforementioned control has different strength, complexity, communication
required and cost [264]. It is worth mentioning that the purpose of voltage regulation is not only the
elimination of voltage rises and the increasing of hosting capacity. Voltage regulation is a resource to
improve and optimize the entire electrical grid according to different objective functions, such as system
losses reduction or power factor optimization.

The aforementioned methods have many advantages such as flexibility, efficiency and reliability. As
an example STATCOM are able to provide solution in a very rapid response time, thus it could provide a
dynamic voltage control. However, one of the disadvantage of some advanced voltage control especially
centralized voltage control is their communication requirement leading to a really high cost. In contrast,
local voltage control has provided a promising solution [264]. In following different voltage control have
been discussed and compared.

Local Voltage Control

Local voltage control, known as decentralized method, uses local information to allow more DG to
connect to the grid leads to increase HC. This method is used where the communication and optimization
tools are limited. Thus, each DG works separately and uncoordinated with other devices, leading to less
expenses [270]. The local voltage control is obtained with two contributions: the regulatory of on load
tap changer in primary substation and the power factor control of DG units.

On Load Tap Changer: The automatic tap changer controls the voltage of MV bus-bar at primary
substation. To do so, the voltage set-point is determined (in the best case) by offline optimal power flow
in order to provide a suitable voltage profile for the whole feeder [143]. In order to manage the increasing
number of DGs, studies related to the operating power factor, size and location of the DGs are required
[271], [272].

Usually, OLTC regulation performs considering a line drop compensation, based on the resistance
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Chapter 5. Voltage Control

(R) and reactance (X) of the feeder to regulate the voltage at transformer terminal [272]. Actually, line
drop compensator measuring the secondary current simulates the voltage drop along the feeder between
transformer terminal and load [273], [274]. The fundamental operation of OLTCs with or without using
line drop compensator has been studied in [275].

Since the voltage rise may affect the automatic voltage control relay and subsequently causes reg-
ulation problems, in [145] different modern control schemes are discussed. The methods for voltage
control improvement are including enhanced transformer automatic paralleling package, to reduce the
circulating current between transformers, and super TAPP n+ relay, the enhanced TAPP scheme which
has the ability to estimate the RES output current. In [276], a set-point control algorithm of automatic
voltage control is proposed. State estimation-based OLTC is suggested in [146].

Reactive Power and Power Factor Control: It is already discussed that DG injections drive a
voltage rise in the MV feeders, however they could be coupled with additional compensator to regulate
the voltage in its limits [277]. Static compensator (STATCOM), D-STATCOM, static VAR compensator,
fixed capacitor banks and shunt capacitor banks have been investigated in [147], [149], although some
of these devices are costly.

Generally speaking, PFC could control the system voltage by increasing the hosting capacity of the
distribution grid [269], [278]. There are many studies about the combination of various methods with
PFC, which allow for some advantages such as reliability, efficiency and flexibility [279].

The authors in papers [280], [281] have indicated that PFC could be implemented by fixed Q, fixed
PF, PF as a function of active power (cosφ(P )) and as a function of PCC measured voltage (cosφ(U)).
Traditionally, DSOs obligatory have made all DG to operate under PFC control. Although it is less
troublemaking compared to OLTC, it has some disadvantages, such as PFC at fixed Q mode needs load
and DG power profiles. Moreover, at fixed PF, undesired level of system losses could occur when the
generated power is low, as reactive power is proportional to active power, in this case reactive power
control is meaningless. The mentioned problem for fixed PF can be solved by cosφ(P ). Fig. 5.1 shows
this improvement by changing the amount of cosφ(P ) from C1 to C2 in case of low active power
injection [281]. The other solution is cosφ(U), however again the reactive power is directly linked to
active power injection. Hence, these two voltage controls should be performed when DG units active
power injection is close to nominal values [151].

In Q(U) method, Fig. 5.1 at bottom, local voltage information in the neighborhood has been used.
Therefore, the control activity could be reduced in case of low voltage penalty factor. To do so, the
contribution of reactive power of DG units placed close to the transformer is required for weak voltage
supporting. In dead band, the possibility of seeing any reactive power absorption by DG units which are
sited near to the transformer is very low, even though the voltage at the end of the feeder is beyond than
boundaries [281].
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5.2. Voltage Rise Issue

Figure 5.1: Standard PFC by Fixed cosφ(U), Fixed cosφ(P ) and Q(U) .

Figure 5.2 shows the hysteresis incorporation in Q(U) control strategy as different points could be
chosen for controlling voltage rise which would be different from the controlling points of voltage drop
[279].

Figure 5.2: Q(U) control with hysteresis incorporation.

Moreover in [152] four different local control strategies have been exploited according to European
technical standards, as listed in the following: LawA) control of tangent of φ according to the PCC
voltage (tanφ = f(u)); LawB) control of reactive power according to the PCC voltage (q = f(u));
LawC) control of tangent of φ according to the real power injected (tanφ = f(p)); LawD) control of
reactive power according to the real power injected (q = f(p)). In Fig. 5.3 the aforementioned control
laws are presented.
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Chapter 5. Voltage Control

Figure 5.3: Local voltage control strategy.

Among all of presented strategies for local voltage control, volt-var control (Q(U)) shows better
performance regarding increasing hosting capacity and decreasing energy losses [152]. This control is a
dynamic close-loop system where the reactive power has been defined by the measured voltage. Hence,
the explained drop-based control (also known as non-incremental) in the previous paragraphs has some
unwanted oscillatory behaviors. In order to solve this problem, Gradient Projection method has been
used for designing an incremental voltage control which can be represented as follow:

q(t+ 1) = [1− α(t))].q(t) + α(t)[q(t)−D.Of(q(t))]qmax
qmin

(5.1)

where, α is the weighting parameter with a value from 0 to 1, qmax and qmin are the maximum and
minimum amount of reactive power which is acceptable for the next loop cycle and D is the diagonal
matrix of each bus containing the step size dj . In the literature, there are several strategies for incremental
control which some of them have been discussed in following.

1. Droop-var control: The most important goal of this control is scaling the output reactive power
using the bus voltage mismatches. This linear control does not have any dead band however, it
has a negative slop equal to (d = −c−1

j ), where cj is the penalty coefficient. Hence, equation 5.1
could be rewritten in equation 5.2.

qj(t+ 1) = [−cj .(Vj(t)− µj)]qmax
qmin

,∀j (5.2)

This control is more unstable for large scale distribution system and in case of small penalty
coefficient.
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2. Scaled-var control: This control has better flexibility in terms of reactive power penalty choosing
and boosting the convergence rate as it considers other approach to define D for local voltage
control. In this control, D would be defined by the inverse diagonal matrix of (X + C), where X
is the inverse of bus sensitivity matrix and C is a diagonal matrix of penalty coefficient, equation
5.3 represents D calculation.

D = ε.[diag(X + C)]−1 (5.3)

3. Delayed-var control: This method, could improve also an unstable droop control. The stability
and error norm is improving in this control as the step size has been chosen for lower value than 1.
The step size could be defined by droop or the scaled-droop control, equation 5.4 shows its design.

qj(t+ 1) = [1− α(t))].q(t) + α(t)[−dj .(Vj(t)− µj)]qmax
qmin

(5.4)

Coordinated Voltage Control

This real time control acts according to control rules taking into account the needs of the whole
distribution network. This method is suitable for simple networks with less control possibilities and
optimization tools. The Coordinated Voltage Control (CVC) holds the information of network topology
and electrical characteristic of each feeder connected to the PS. The voltage control logic is based on
two categories: 1) In case of normal operation condition no signal is sent to the CVC and the system is
working according to the local voltage control strategy; 2) in case of critical condition, after receiving
a warning signal CVC will elaborate the collected information to apply proper regulation actions. The
goal of CVC is to improve the system operation toward an optimum.

The easiest method of CVC, which is controlling substation voltage based on voltage lower and upper
bound, has been studied in [282]. In some proposed approaches, only reactive power compensator have
been used in order to keep the voltage at the permissible level [283]. A new CVC method with reactive
power managment scheme has been studied in [284]. Besides, in [285], [286], the authors proposed a
combined method of SVC by injecting reactive power and step voltage regulator by changing tap position
according to the received information from sensors in the distribution line which could be able to keep
the voltage lower than the maximum allowed. Moreover, in [287], [288], active power control has been
implemented in order to control the voltage, while distributed methods using multiagent systems for
CVC have been studied in [289].

The aforementioned approaches are useful in simple and small networks, however by increasing the
number of objectives, the control rules could become complicated. Hence, optimization algorithms have
been used in many research papers. Genetic Algorithm has been used in [290], [291]. In addition, Particle
Swarm Optimization algorithm has been investigated in [292]. Two new CVC algorithms, focused on
time domain simulation and statistical distribution network planning, have been discussed in [293]. The
combination of local-learning algorithm and nonlinear programming for computational time reduction
was implemented in [294], [290]. In [295], a new two-stage voltage control scheme for controlling
OLTC, capacitor banks and DGs using micro genetic algorithm and recursive genetic algorithm has been
used. This method is based on finding the optimal reactive injection looking for the minimization of the
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power losses. Structural changes to minimize the operational conflicts by giving the priority in action to
the resources close, based on the electrical distance, has been proposed in [296]. Finally, the importance
of reliable communication infrastructure and the quality of service in CVC was discussed in [297].

The importance of Remote Terminal Unit (RTU) in DG units for estimation the voltage profile in
CVC has been discussed in [298]. The selection of DG in a multi-Gen system for voltage regulation has
been done according to the sensitivity methods. The OLTC could be updated if the DG support is not
able to put the voltage in the boundaries. One of the advantage of putting RTU in each DG and each line
capacitor for this control strategy is communication cost reduction.

Centralized Voltage Control

This last-step-regulation procedure needs a complete and continuous communication between PS and
the sensors widespread on the distribution network. It is based on continuous OPF calculations of the
network model which is obtained by the state estimator. In each cycle, the obtained voltage set-points
are delivered to the local DG. Actually, the centralized voltage control is an advanced control based on
OPF, it has to generate a new voltage set-point by comparing the optimum value created by OPF and the
measured value in order to adopt the optimum according to the current network status.

There are many intelligent techniques which are used for centralized control to formulate different
type of objective functions [299], [300]. The advantage of using these methods is to provide optimized
solution compared to the conventional methods and, as they have flexibility in defining constraints, to
effectively handle the nonlinear programming. GA, PSO, Evolutionary PSO, Discrete PSO, sensitivity
theory, tabu search, Artificial Neural Network, fuzzy logic and multi agent are extensively report in liter-
ature review [301], [302]. In these studies, by solving a constraint optimization problem for minimizing
the system losses, control actions are scheduled to reactive power suppliers.

An improved centralized voltage control of OLTC and Static Voltage Regulator based on standard
communication lines and automation server has been studied in [303]. The voltage fluctuations are
forecasted using JIT modeling. Similarly, in [304], day-ahead load forecasts using GA are exploited
in order to define the optimal dispatch schedule of OLTC and shunt capacitor. The PSCAD/EMTDC
network model with different load profiles and dynamic loads is validated by the OPF developed in
[305].

Hierarchical voltage control

This control splits the distribution grid in different zones an area to add time-delays between them
in order to minimize the computational processing time. In [306], for optimal voltage regulation, a
hierarchical zone based on volt-var control has been proposed.

For a big-size PV plant, a multistage "time-grated" in a cascade OLTC and capacitor bank has been
introduced in [307]. In an unbalanced MV distribution grid, a multi-stage volt-var optimization algorithm
is projected to regulate the voltage. The aim of this optimization is relaxing the cascade switch regulators
operations, and minimizing the PV inverter output curtailment.
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Distributed voltage control

In case of real-time voltage regulation request, which is very complex and demanding, each single
DG unit needs to have its own local voltage control and an optimization algorithm where each algorithm
gathers their neighbors data. Hence, the probability of communication technical problem is getting lower
because of local voltage control incorporation. Furthermore due to OPF performing, the energy losses
has been decreased [308], [309].

As discussed in the this sections, voltage control methodologies and approaches are investigated and
discussed in the literature as a means of enhancing the distribution grid HC. Table 5.1, shows the different
approaches comparison [264]; for some approaches to regulate the voltage along the system and hold
it in the allowable limits, an accurate knowledge about voltage in each node is required. However, due
to lack of (or limited number of) SCADA in distribution networks, real time measurements are rarely
available through feeders and only are available at PS. To compensate this shortage, state estimation
of measurements has to be done by sensors and communication assets to evaluate voltage profiles and
to dispatch the DG units and the other resources available in the network accordingly. However, state
estimation procedures based on a very limited number of measures typically are affected by uncertainty
and errors which may cause wrong decisions. On the other hand, aligning sensors for each node of the
distribution system is very costly and unaffordable. Hence, a cost effective approach to set up the voltage
law has to be proposed to cope with all of these problems.

Table 5.1: Decentralized, coordination and centralized voltage control comparison.

Decentralized
Methods

Coordinated and Centralized
Methods

Local Control Vast Control
Needs no communication Needs vast communication

With no coodination With vast coordination
Affordable Costly

5.3 Proposed Set-up Procedure for Local Voltage Control Law

The proposed strategy in this thesis has been developed according to the DSO needs and European tech-
nical standards. DSO are in charge to set the local voltage control on DG power plants according to
Fig. 5.3. Thus, generation units could be considered in order to develop new algorithms for the reactive
resources management in the MV distribution networks. It is worth to mention reactive-based voltage
control of DG is operated only in MV, since the Thevenin impedance seen from a LV node is basically
resistive, so reactive power control would be ineffective in LV grids. This can be done by corrective ad-
justments of the reactive production of a single generator. In particular, each generating unit has to give
reactive support in those situations in which its production would lead to voltage violation, according
to the standard EN 50160. However, no literature could be found for this purpose. The procedure has
been proposed in this thesis is based on the Optimal Reactive Power Flow (ORPF) (similar to OPF), a
non linear problem with continue and discrete variables. In the proposed strategy, the ORPF operates
off-line on the basis of a historical network behavior. The goal of the procedure is to statistically set
up the parameters of the local voltage control law. According to the proposed approach, each reactive
resource operates locally and the parameters of the local characteristic are adjusted based on the output
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of an optimum computation. Hence, the proposed approach is aimed to improve the operation of today
distribution grid without requiring investments in TLC or ICT equipment. Therefore, no communica-
tion infrastructure is necessary since still is a local voltage control. ORPF objective function could be
losses minimization, generator reactive power minimization and voltage deviation of each node from the
related value minimization. ORPF constraints can be defined as: voltage limits of buses, reactive power
capability limits of generators and power factor limits at the substation. The final goal is to properly
define the local voltage regulation setting.

To do so, MATPOWER package has been used in this thesis. MATPOWER is a MATLAB package
for performing OPF and PF simulation [54]. The focus of this chapter of thesis is mainly on developing
the data preparation, tool set-up, post processing and automation procedure. The present section has been
explained the set-up procedure for Local Voltage Control (LVC). The final goal of this procedure is to find
a new setting which is performing better than standard local voltage control that currently is performing.
To do so a generalization of LVC setting is required to support different DG and loading conditions,
hence a wide range of loading hours, nodes, nominal active power injections should be deeply assessed.
However, this needs a huge computational time as well which make it a critical issue. Therefore, a
selection procedure to define the suitable nodes, loading hours and active power injections is required
(such as Bricks Approach). In addition, the new LVC settings should not only related to the specific grid
nodes, but it needs to be associated with grid characteristics. To do so, a cluster procedure is necessary to
categorized nodes with similar characteristics to have a technically viable approach for DSO. At the end,
in order to highlight the strength of the new LVC setting, its results have been compared with standard
LVC, OPF simulation and simple load flow. Fig. 5.4 in following shows the flowchart of this new-set-up
in LVC.

Figure 5.4: Proposed procedure for LVC set-up flowchart.

The flowchart has been started with entering the required input data such as the structure and char-
acteristic of the grid in different defined matrix that is explained in Section 5.3.1 followed by load and
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accumulated feeder impedance analysis in order to define the selected nodes and loading hours (such as
Bricks approach selection procedure). After that best-fit voltage penalty factor, by performing several
OPF with different penalty factor and dead band to find the best set-up, needs to be defined. Then the
clusterization process has been performed for each MV busbar based on defined hours. In order to check
the accuracy of the clusterization process, OPF should be launched for each cluster. If the results are
not satisfying, the clusters need to be changed. As the next step, an OPF based on keeping MV voltage
constant has been performed and then the results have been linearized for achieving the new LVC set-up.
Finally, the results of the new LVC set-up, the standard LVC, OPF and simple load flow with PF1 have
been compared. In following after a full description of MATPOWER package and optimal power flow
procedure, a brief introduction of each step has been provided.

5.3.1 Optimal Power Flow

Input Data Modeling

The required input data for MATPOWER in this thesis is based on case struct, which has all the
necessary data to perform OPF. The struct input variable is including baseMVA, version, bus matrix,
branch matrix, gen matrix and gencost matrix which gencost matrix is not mandatory to be defined. A
short description for each mentioned variables has been reported in the following.

BaseMVA: This value is devoted to the grid parameters p.u. conversion and is a single value.

Version: It defines if the input variables are set as struct or independently. As it was mentioned
before, in this thesis the struct form has been chosen.

Branch Matrix: All the information related to distribution lines, transformers and phase shifter are
collected in the Branch matrix. In order to define these variables, π transmission model in Fig. 3.2 has
been used in this study.

Bus Matrix: In this matrix, bus type, bus voltage and its angel, consumed active power and reactive
power at each bus as loads and moreover the voltage boundaries have been defined.

Generator Matrix: Each generator model has been set in the Gen matrix variable by its active power,
reactive power and its voltage limitation.

Gencost Matrix: In order to perform OPF, active power and reactive power penalty factor could be
saved in this matrix.

MATPOWER Different Options: There are several set-up options in MATPOWER for performing
OPF, PF and other integrated solvers, such as algorithm, DC or AC modeling, convergence tolerance,
maximum number of iteration, generator reactive power limits. Depends on each case study these vari-
ables should be defined.
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AC Optimal Power Flow Solver

There are several solver in MATPOWER for performing AC/DC OPF and PF. The focus of this
thesis is on AC OPF. In this study, in order to perform an optimal power flow, MATPOWER Interior
Point Solver (MIPS) has been defined among all of the other solver. MIPS could also use separately and
outside of MATPOWER for nonlinear optimization problem which equation 5.5-5.9 represent its model.

minxf(x) (5.5)

subject to

g(x) = 0 (5.6)

h(x) ≤ 0 (5.7)

l ≤ A.x ≤ u (5.8)

xmin ≤ x ≤ xmax (5.9)

where, equation 5.5 is a minimization objective function with equality and inequality constraints in
5.6 and 5.7 respectively. A general linear restrictions for all optimization variables are saved in matrix
A with a lower and upper limitation of l and u in equation 5.8 and at the end, equation 5.9 shows the
optimization variables limitation.

The main difference between MIPS and MATLAB Optimization Toolbox is summarized in equation
5.8 where the linear constraints in MATLAB Optimization Toolbox is splited to an equality and upper
bounded function (Aeq.x = beq, A.x ≤ b).

The algorithm which is used by MIPS to find a solution for optimization problem is called Primal-
Dual Interior Point Algorithm and could be implemented by combining both linear constraints and vari-
ables into g(x) and h(x). In this algorithm, ni inequality constraints are converted into equality constraints
using a barrier function in following.

min[f(x)− γ
ni∑
m=1

ln(Zm)] (5.10)

subject to

g(x) = 0 (5.11)

h(x) + Z = 0 (5.12)

Z > 0 (5.13)
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The Lagrangian, γ for this equality constrained problem can be defined as follow:

ιγ(X,Z, λ, µ) = f(c) + λT .g(x) + µT .(h(x) + Z)− γ.
ni∑
m=1

ln(Zm) (5.14)

The optimal first order condition for this problem would be satisfied when the partial derivatives of
the Lagrangian are set to zero. Hence, the optimal first order conditions could be solved using Newton’s
method written bellow. 

ιγXX 0 gTX hTX

0 [µ] 0 [Z]

gx 0 0 0

hx 0 0 0

 .


∆X

∆Z

∆λ

∆µ

 = −


ιγ

T

X

[µ].Z − γ.e

g(X)

h(X) + Z

 (5.15)

This complex equation is simplified by solving explicitly for ∆µ in terms of ∆Z and ∆Z in terms
of ∆X .

In order to have a strict feasibility for the trial solution, the algorithm needs to approximate the
Newton step by scaling the primal (αp) and dual variables (αd). Then the variables have been updated
according to this new scale such as bellow.

X ← X + αp . ∆X (5.16)

Z ← Z + αp . ∆Z (5.17)

λ← λ+ αp . ∆λ (5.18)

µ← µ+ αp . ∆µ (5.19)

Finally, γ should be updated according to the next equation, where σ is set to 0.01 in MIPS.

γ ← σ.
ZT .µ

ni
(5.20)

MATPOWER is also able to solve the quadratic optimization problem where this kind of problem
would be defined in following.

min
1

2
wTHw + CTw (5.21)

l ≤ A.x ≤ u (5.22)

xmin ≤ x ≤ xmax (5.23)

The objective function is expressed by parameters H for quadratic term and C for linear term which
are the quadratic penalty factor coefficient. If H assumed to be zero, problem converts to linear problem.
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Chapter 5. Voltage Control

Standard AC Optimal Power Flow

A DG-connected bus should be chosen as a slack bus in MATPOWER to mate the role of active
power and slack voltage angle. At the slack bus the voltage angle is known, while the active power is
unknown, and the other nodes should be defined by their characteristic as PQ or PV buses.

In the following, vector X as an optimization vector for the OPF in this research is including nb × 1

vector of voltage magnitude (Vm) and its angle (Θ), and also a ng × 1 vector for generators active and
reactive power (Pg, Qg).

x =


Θ

Vm

Pg

Qg

 (5.24)

Hence, the objective function expressed in equation 5.5 is the summation of the individual polynomial
cost function (f iP , f

i
Q) of active and reactive power injection of each DG shows in equation 5.25.

minΘ,Vm,Pg,Qg

ng∑
i=1

f iP (pig) + f iQ(qig) (5.25)

Then, the nonlinear active and reactive power balance equations have been defined as the equality
constraints in equation 5.6. According to the conventional combination of power flow formulation, the
power balance equation has divided into active component and reactive component (such as equation 5.26
and 5.27) which has been calculated as the function of voltage magnitude and its angel plus generator
active and reactive injections, while load assumed to be constant and known.

gp(Θ, Vm, Pg) = Pbus(Θ, Vm) + Pd − CgPg = 0 (5.26)

gp(Θ, Vm, Pg) = Qbus(Θ, Vm) +Qd − CgQg = 0 (5.27)

where, the status of generator in the distribution grid can be defined by the generator connection
matrix (Cg). The inequality constraints discussed in equation 5.7 is including the two vectors of branch
flow limits as a function of bus voltage magnitudes and their angles which one of them represents the
flow from end and one for the to end as follows.

hf (Θ, Vm) = |Ff (Θ, Vm)| − Fmax ≤ 0 (5.28)

hf (Θ, Vm) = |Ft(Θ, Vm)| − Fmax ≤ 0 (5.29)

The flows could be one of the following forms of the constraints:

Ff (Θ, Vm) =


Sf (Θ, Vm)

Pf (Θ, Vm)

If (Θ, Vm)

(5.30)
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where, as it was explained before If = Yf .V and Sf (V ) = [CfV ]I∗f = [CfV ].Y ∗f V
∗. The flow

limits value for performing OPF in this research have been identified in branch matrix, column 6 as
Fmax. Setting zero value to this column give us an unconstrained line.

The variables constraints in equation 5.9 consists on slack buses voltage angle, voltage magnitude,
generators active and reactive power injection.

Θref
i ≤ Θi ≤ Θref

i , i ∃ Iref (5.31)

vi,minm ≤ vim ≤ vi,maxm , i = 1, ...nb (5.32)

pi,ming ≤ pig ≤ pi,maxm , i = 1, ...ng (5.33)

qi,ming ≤ qig ≤ qi,maxm , i = 1, ...ng (5.34)

The voltage magnitude limitation and voltage angle of the reference buses have been defined in the
column 12, 13 and 9 of bus matrix respectively. Similarly, the generator active and reactive limitation
have been determined in columns 4, 5,9 and 10 of gen matrix.

Extended AC Optimal Power Flow

Users have the ability to modify MATPOWER problem formulation in the way which is necessary
without rewriting the standard OPF formulation [310]. This ability could be done through optional input
parameters, preserving the power of using pre-compiled solvers. Hence, the standard formulation needs
to be modified according to the user-defined costs constraints and variable z as follow:

minx,zf(x) + fu(x, z) (5.35)

subject to

g(x) = 0 (5.36)

h(x) ≤ 0 (5.37)

xmin ≤ x ≤ xmax (5.38)

l ≤ A

[
x

z

]
≤ u (5.39)

zmin ≤ z ≤ zmax (5.40)

where the equality and equality constraints and the variable limitation is the same as previous section.
Moreover, cost function (fu) in equation 5.21 which is specified in terms of H and C, N , r̂, k, d and
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m should be defined by user. All of the mentioned parameters are vectors by the dimension of nw × 1

except matrix H by nw × nw, and matrix N by nw × (nx + nz) size. The user cost function is written
as follow.

fu(x, z) =
1

2
wTHw + CTw (5.41)

where, w should be defined by some steps; first of all by applying linear transformation (N ) and
shifting to the optimization variables (r̂), the new vector u is obtained.

r = N

[
x

z

]
(5.42)

u = r − r̂ (5.43)

Second, a scaled function with a dead band has been applied to vector u to achieve the elements of
w.

wi =


mifi(ui + ki) ui ≤ −ki

0 −ki ≤ ui ≤ ki

mifi(ui − ki) ui ≥ ki

(5.44)

where, ki determined the size of the dead band, mi is scale factor, and fi is a predefined scalar func-
tion chosen by di. At this moment, only linear and quartic options are implemented by MATPOWER.

fi(α) =

α if di = 1

α2 if di = 2
(5.45)

Fig. 5.5 show linear (a) and quadratic (b) user-defined cost function. In this thesis for implementing
a voltage penalty factor the quadratic option has been used. The voltage penalty factor is required to
reduce the reactive power injection in case of high voltage level.

(a) User linear cost function. (b) User quadratic cost function.

Figure 5.5: User defined cost function.
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5.3.2 Loading Hours and Node Selection Procedure

In order to have a generalized LVC setting, it is required to support different DG and loading conditions.
Hence a wide range of loading hours, nodes, nominal active power injections should be deeply assessed.
However, this needs a huge computational time as well which make it a critical issue. Therefore, a
selection procedure to define the suitable nodes and loading hours is required. In the following the
procedure of defining the representative of the under-study distribution network has been explained.

Node Selection

As it was discussed in Section 4.2.1 in order to choose some nodes for performing OPF, a rule for
feeders and collaterals has been defined. The selected nodes for short feeder category are located at 10%,
50%, 90% and 100% of the feeder, while for the medium and long categories the selected node have been
considered at 10%, 25%, 50%, 75%, 90% and 100%.

The applied rule for collaterals depends on its total impedance has been expressed in following:

• If the collateral has one node and the total impedance of collateral is less than the 10% of maximum
feeder impedance, no node has been considered for this category.

• If the collateral has more than one node and the total impedance of the collateral is less than the
10% of the total feeder impedance, the last nod in collateral has been considered.

• If the collateral has less than four nodes and the total impedance of it is lower than 50% and higher
than 10% of the total feeder impedance, the last collateral mode has been considered.

• If the collateral has more than three nodes and the total impedance of it is lower than 50% and
higher than 10% of the total feeder impedance, the last node of the collateral and a node located in
50% of the total impedance of the collateral have been considered.

• If the collateral impedance id higher or equal to 50% of the total feeder impedance, the last col-
lateral node, a node with 50% and a node with 10% of the total collateral impedance have been
considered.

Load Hour Selection

As the load is oscillating daily, a clear idea of the typical daily load value is very important in this
research, to do so grid load behavior should be analyzed. The goal is to define a group of hour which are
the representative of the loading behavior in the full grid along a defined time range.

In order to have general picture of the study range, the first step is finding the maximums and mini-
mums loading of MV bus bars and feeders. Then, to have an idea about the possible grouping of loading
hours to reduce the computational time, a relative hours classification (hours referred to time line of a
day) based on loading behavior have been done. At the end, all the under-studied loading feeder days
should be overlapped to find a the load behavior along the year. Mainly the maximum and minimum load
value for the full grid at the MV bus bars and feeders are occurred at around the same time for different
days.
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Chapter 5. Voltage Control

Thus, for each distribution grid a maximum and minimum loading time, in addition with specific
hour of the day including low peak, first high peak, second high peak, middle, drop up and drop down
could be defined as the most important time of loading for performing the simulation. Fig. 5.6 shows
single day time division for load.

Figure 5.6: Daily load behavior and chosen relevant points .

5.3.3 Voltage Penalty Factor Set-Up

When the active power penalty factor for all the nodes assumed to be equal, the default OPF relies on
grid energy losses minimization. Hence, the voltage could be increased until its boundaries. In order to
finding a trade-off between energy losses and voltage increasing, there are two possible solution: reactive
power penalty factor and voltage penalty factor.

Reactive power penalty factor is based on the fact that reactive power injection leads to increase
voltages and its absorption leads to decrease voltages. The main problem in this approach is to find
a link between voltage level and reactive power absorption, in case of low voltage value for avoiding
unnecessary reactive power absorption. Moreover, the voltage rise looks complex to be defined to reduce
energy losses. Hence, the other solution is voltage penalty factor for each node. Since, the active power in
these nodes is constant (except the slack bus), OPF could be performed based on reactive power. Hence,
reactive power injection or absorption is linked to voltage level, OPF has been motivated to increase
reactive power in low voltage value as voltage penalty factor is low or zero. However, if the voltage is
high, OPF is forced for reactive power absorption.

Therefore, reactive power penalty factor is decided to be set at zero to avoid unwanted optimiza-
tion behavior and voltage penalty factor needs to be set up which can be done with the extended OPF
formulation in Section 5.3.1.
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5.3.4 Clusterization Procedure

After defining the nodes, loading hours and setting up the OPF, several OPF with constant active power
have been performed to define the generator reactive power and nodes voltage (PCC voltage) which
results a big cloud. However, an independent cloud for each node is not useful and the nodes with
similar characteristic needs to be categorized. The clusterization process in this research has been done
with cluster functions incorporated in MATLAB Statistics and Machine Learning Toolbox [311]. The
aforementioned tool is a partitioning method and is based on K-mean clustering. This tool handles
measurement in the data as objects having locations and distances from each other, where this distance
could be evaluated by the square Euclidean distance. K-means partitions the objects into K mutually
exclusive clusters, such that objects within each cluster are as close to each other as possible, and as far
from objects in other clusters as possible. Therefore, it is required to define K for each clusterization.

The chosen points in each cluster has been defined by injected reactive power, accumulated impedance
and R/X ratio for the selected nodes and loading hours. First, a smaller range of loading hour has been
used for clusterization, then OPF has been performed for wider range of loading hours and the cluster-
ization has been checked in case of modifications requirement, such as joining two clusters due to their
similarities or removing some nodes from one cluster and moving to other one.

Fig. 5.7 shows this cluster procedure where each color represents a cluster.

Figure 5.7: Cluster procedure.

5.3.5 Local Voltage Control Set-Up

After performing OPF for wider range of loading hour (including relative hour of one day and the max-
imum and minimum loading hour) for each defined cluster in the previous section, a bigger cloud has
been obtained. In the next step, the center of each cloud has been defined and linearized to achieve the
LVC setting. The enhanced LVC set-up is more complex in comparison with the standard LVC reported
in CEI 0-16 [229], Fig. 5.8 demonstrates both LVC. The enhanced LVC consists on five sections instead
of three sections.

161



i
i

“Thesis” — 2019/4/15 — 12:06 — page 162 — #184 i
i

i
i

i
i

Chapter 5. Voltage Control

• First Section: For voltage increasing near boundaries (e.g. voltage equal and lower than 0.92).

• Second Section: Dead band with the aim of reducing energy losses by increasing the voltage. It is
a constant line with a value equal to the maximum defined reactive power in section three.

• Third Section: It should be defined by the LVC set up procedure explained here.

• Forth Section: This section has been defined to connect section three and five together.

• Fifth Section: For voltage decreasing near boundaries (voltage higher than 1.08).

(a) Standard local voltage control. (b) Enhanced local voltage control.

Figure 5.8: Local Voltage Control.

At the end, enhanced LVC needs to be tested in order to validate the procedure. Fig. 5.9 shows the
flowchart of this procedure. In the first step, importing grid case characteristics and initialization have
been done, then a load flow procedure is run to acquire the nodes state. In case of simulation failure
due to convergence problem or grid limitations, the procedure has been performed load flow simulation
once again with higher voltage boundaries. This procedure is useful when the voltages have the values
close to the voltage limitations, due to the fact that the initial iterations may ask for a solution outside
this limitation. After that if the simulation succeed, the new voltage has been compared with the old one.
The new voltage has been considered as a right value if the difference between the old an new voltage is
lower than 0,001. This step is repeated for four consecutive simulation for each node. The whole load
flow simulation is repeated 40 times in order to ensure the voltage stability.
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5.4 Validation of the Proposed LVC Set-Up

The proposed procedure explained in the previous section could be implemented and tested for different
distribution grids. The studied real grid for this topic is Aosta grid explained in Chapter 4. In this chapter
some other useful information and analysis of this grid which is required for implementation of LVC
set-up procedure have been reported.

Aosta MV distribution grid supplies 29,118 LV (60.5 MVA) and 63 MV users (20.3 MVA). Among
these MV users, two of them (Node 238 and 253) have interconnection with another MV distribution
grid rolled by another company (CEG). By doing some investigations, it can be understood that there is
a clear separation between MV and LV supplied feeder. Mainly, the feeders which are supplying MV
users are located at city skirt, whereas for LV users are located in the city center. Fig. 5.10 shows load
positions in the grid by red circles, main feeders by green color and collaterals by blue. Generators are
located in node 101, 198, 331 and 377, also the big loads are placed in 60, 148, 253 and 446 which
supply ski track, Heineken manufactory, CEG company and general hospital.

5.4.1 Loading Hour Selection

As the load distribution has a vital influence on the voltage level of the distribution grid, in this section
this effect has been studied over Aosta grid. Hence, it is necessary to choose a range of hours to reduce
the processing time.

Figure 5.11 (a) and 5.11 (b) represent the load oscillation along a year for whole distribution grid
and for each MV busbar respectively. The maximum amount of load for the full grid is around 44.2MW
and has happened at the beginning and ending of the year when there are more tourists at the city and
the minimum value is 11.48MW at the middle of the year. The MV busbars have different loading, MV
busbar 1 has higher load with maximum of 22.12MW and minimum of 5.74MW, while busbar 2 has
maximum 11.04MW and minimum 3.13MW. In order to get better view of the grid, Fig. 5.12 (a) and
5.12 (b) show the load profile for each separate feeder and for each node respectively. In Fig. 5.12 (b)
the nodes with high load values have been highlighted.

Moreover, Fig. 5.13 (a) shows the load profile for full grid and each MV busbar for the first week of
the year. From this plot it could be found that in the full grid during 5 and 7 o’clock there is a minimum,
while there are two maximums around 11 and 19 o’clock for each day. This peaks at the weekends and
the first day of the year is lower than the weekdays value. Moreover, the weekly load profile of each
feeder has been presented in Fig. 5.13 which almost shows the same trend as the full grid.
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(a) Full grid load distribution.

(b) MV busbars load distribution.

Figure 5.11: Yearly load distribution in Aosta grid (PS, Busbars).

166



i
i

“Thesis” — 2019/4/15 — 12:06 — page 167 — #189 i
i

i
i

i
i

5.4. Validation of the Proposed LVC Set-Up

(a) Feeders load distribution.

(b) Nodes load distribution.

Figure 5.12: Yearly load distribution in Aosta grid (Feeders, Nodes).
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(a) Full grid and each MV busbar weekly load profile.

(b) Feeders weekly load profile.

Figure 5.13: Weekly load profile
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Table 5.2: Maximum and minimum loading hours for Aosta MV distribution grid.

Full Grid MV busbar
1 2

Maximum
Active Power (MW) 44.2391 22,1195 11,0446

Absolute Hour 8555 8555 347
Daily Relative Hour 11 11 11

Minimum
Active Power (MW) 11.4848 5.7424 3.1307

Absolute Hour 3151 3151 3151
Daily Relative Hour 7 7 7

From Fig. 5.13 and Table 5.2 it can be seen that the maximum and minimum load of full grid, the MV
busbars and feeders have been occurred almost in the same hour of each different day. The maximum
loading hour of MV full grid is 8555 which is the same as MV busbar 1 and for MV busbar 2 is 347
where the daily relative hour of all of them is 11 o’clock. The minimum loading hour for all of them was
happened at 3151 and daily relative hour of 7 o’clock.

Using all of this deep investigations about loading hours in the grid and mentioned approach in
Section 5.3.2, each day can be divided into five zones, have been shown by green continuous line in Fig.
5.14.

• Load demand zone: 1am-6am.

• Drop up zone: 7am-8am.

• Middle high demand zone: 9am and 1pm-8pm.

• Peak demand zone: 10am-12am.

• Drop down zone: 9pm-12am.

Fig. 5.14 represents the loading of feeder 1 in four different groups consists of winter period, sum-
mer period, workdays and weekends and holidays. (The other feeders loading have been presented in
Appendix A). As it can be gotten from these figures, workdays and weekends do not present a strong
difference, Weekends and holidays have a slightly lower active power level. The different hours presents
dispersion between ±0.5MW and ±1MW in most of the cases.

Hence, if representative hours have been chosen by 5h from low peak, 8h from drop up, 23h from drop
down, 15h from middle load, 11h from first high peak and 19h from second high peak (red discontinuous
lines in Fig. 5.14) could cover all the different feeders loading along the year.

5.4.2 Node Selection

According to the selecting node procedure in Section 5.3.2 the number of selected nodes depends on the
accumulative impedance of the feeders and collaterals could be changed. By applying the same rules
discussed in Section 5.3.2, 106 nodes have been selected. Fig. 5.15, 5.16 and 5.17 compare the full
grid R/X ratio, Q-V sensitivity and bus impedance matrix with the selected nodes respectively. The peak
value in these figures is indicating the feeders end and the lowest value is indicating the beginning of the
feeders. The comparisons highlight the accuracy of those chosen nodes as representatives of the full grid
as it could be seen that all the peaks and lower values of the full grid feeders are also presented in the
chosen nodes.
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Figure 5.14: Feeder1 loading profile for winter, summer, workdays and weekends categories.

(a) Full grid R/X ratio. (b) Selected nodes R/X ratio.

Figure 5.15: R/X ration comparison between full grid and selected nodes.

(a) Full grid Q-V sensitivity. (b) Selected nodes Q-V sensitivity.

Figure 5.16: Q-V sensitivity comparison between full grid and selected nodes.
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(a) Full grid bus impedance matrix. (b) Selected nodesbus impedance matrix.

Figure 5.17: Bus impedance matrix comparison between full grid and selected nodes.

In the following Fig. 5.18 shows the selected nodes in the Aosta MV distribution grid, 63 of these
nodes are located in the MV busbar1 and 43 of them are placed in MV busbar2, as MV busbar2 has less
feeders in comparison with busbar1. The voltage profile of these selected nodes has been reported in Fig.
5.19, nodes 220 and 311 have higher voltage value which they have been marked in this figure. Once
again, the peaks in this figure represents the feeders end and the lower values represent the beginning og
the feeders.

Figure 5.18: Representatives of Aosta full grid nodes.
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5.4.3 Penalty Factor Setting

In order to perform OPF, three main penalty factors need to be defined, active, reactive and voltage
penalty factor. As it was discussed, the active penalty factor for all the nodes has been considered
constant and equal to 100e/MW and reactive power penalty factor has been considered zero as described
in Section 5.3.3. Hence in this Section, voltage penalty factor parameters needs to be defined.

In order to get a better view of the under-study voltage range and its behavior, a brief analysis for
the influence of active and reactive power injection on voltage has been done (All of these simulations
have been done without considering voltage penalty factor). Figure 5.20 shows voltage profile of selected
nodes of Aosta grid at hour of 19 (selected loading hour as second high peak) for 0MW, 1MW and 3MW.
As it can be seen from these figures, in case of zero active power injection, voltage drop is clearly visible
where it inverts to voltage rise even in other connected feeders to the same MV busbar with increasing
active power injection.

(a) Voltage profile in case of 0MW active power injection.

(b) Voltage profile in case of 1MW active power injection.

(c) Voltage profile in case of 3MW active power injection.

Figure 5.20: Aosta grid voltage profile in case of different active power injection.
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In the following the reactive power influence on grid for minimum and maximum loading (3151,
8555) have been reported in Fig. 5.21, as the extrem loadings in the system results the highest difference.
When the loading are in its lowest position, the reactive power injection is in its lowest amount, while
with higher loading condition, reactive power injection needs to be increased as OPF is able to move the
MV busbars voltage close to boundaries. There is a negative reactive power injection possibility in some
nodes to avoid upper voltage limit and keep the rest of the feeders at high voltages to minimize losses.
Hence, OPF without voltage penalty factor leads all of the nodes voltage to the boundaries in order to
reduced energy losses.

(a) Reactive power injection in case of minimum loading. (b) Reactive power injection in case of maximum loading.

Figure 5.21: Reactive power injection in case of different loading.

Voltage penalty factor in OPF applies defined penalty to each unit with the voltage above dead band.
Voltage penalty factor parameters as it was discussed in Section 5.3.1 is including six parameters: param-
eter H is considered zero in order to have a linear programming problem, parameter mi is considered
one, parameter ri for making center 1 for the cost function, equal to one, parameter N is an identity
matrix to select voltage nodes. Parameter dead band (ki) and the penalty factor (C) needs to be defined
according to several grid investigations in following.

The penalty factor (C) could be chosen among the wide range of zero to positive infinitive. In this
thesis further studies have been done with considering the value from 0 to 100 with different steps in
between. For dead band value (ki) more than zero value has been considered to avoid adding penalty
factor to acceptable voltage values and therefore avoid unnecessary energy losses increasing. Hence, in
this thesis 0.04, 0.05 and 0.06 have been considered.

The OPF is performed considering a generator in each studied node with different active power from
1MW, 2 MW and 3MW. Table 5.3 represents the results of OPF for different penalty factor, dead band
and active power for the worst Asota grid node and for the loading hour of 19 as an agreement between
the maximum and minimum grid loading. As it can be seen from the table by increasing the voltage
penalty factor, the voltage in this node is decreasing, while increasing the injected active power has a
negative effect on energy losses. That is why, OPF works on the direction of increasing the voltage
according to the defined dead band to reduce the losses.
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Chapter 5. Voltage Control

In the following, Table 5.4 categorizes the voltage level of Aosta grid with different dead band and
penalty factor in case of 3MW active power injection as the highest possibility of voltage rise happens
with higher active power injections. From the reported results, the increasing of voltage penalty factors
causes higher voltage nodes number decreasing. However, increasing the amount of dead band leads to
voltage increasing. Therefore, by considering energy losses trend a trade off between theses two values
need to be defined.

Therefore, Fig. 5.22 - 5.24 show the energy losses for different dead bands and active power in-
jections. The significant changes in these figures happened when there is a bigger R/X ratio and Q-V
sensitivity (mostly end the feeders or collaterals connected to the end). Overall, as discussed before
energy losses are lower when dead band is higher and voltage penalty factor is smaller.

Table 5.4: Aosta grid voltage classified for different dead band and voltage penalty factor.

Dead Band (p.u.)
0.04

Voltage Penalty Factor
Voltage Range

(p.u.) 0 1 2 3 4 5 10 15 20 30 40 50 75 100

1.06 - 1.07 0 0 53 129 265 274 193 133 104 67 55 46 30 22
1.07 - 1.08 0 0 206 291 153 97 33 13 11 15 12 11 4 2
1.08 - 1.09 0 122 193 47 18 11 13 12 9 3 0 0 0 0
1.09 - 1.1 485 363 33 18 14 12 3 0 0 0 0 0 0 0

0.05
Voltage Penalty Factor

Voltage Range
(p.u.) 0 1 2 3 4 5 10 15 20 30 40 50 75 100

1.06 - 1.07 0 0 0 0 59 101 252 312 318 297 244 230 205 180
1.07 - 1.08 0 0 89 141 250 268 190 123 101 63 52 39 29 21
1.08 - 1.09 0 0 206 290 145 93 29 14 12 14 12 11 3 1
1.09 - 1.1 485 485 190 54 31 23 14 11 7 3 0 0 0 0

0.06
Voltage Penalty Factor

Voltage Range
(p.u.) 0 1 2 3 4 5 10 15 20 30 40 50 75 100

1.06 - 1.07 0 0 0 0 0 0 0 36 54 122 179 208 253 286
1.07 - 1.08 0 0 0 0 87 112 265 305 317 284 244 228 203 179
1.08 - 1.09 0 0 107 157 236 271 184 120 95 65 50 38 26 19
1.09 -1.1 485 485 378 328 162 102 36 24 19 14 12 11 3 1
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5.4. Validation of the Proposed LVC Set-Up

(a) Aosta energy losses with dead band ±0.04
and 1MW injection.

(b) Aosta energy losses with dead band ±0.04
and 2MW injection.

(c) Aosta energy losses with dead band ±0.04
and 3MW injection.

Figure 5.22: Aosta energy losses for dead band ±0.04.

(a) Aosta energy losses with dead band ±0.05
and 1MW injection.

(b) Aosta energy losses with dead band ±0.05
and 2MW injection.

(c) Aosta energy losses with dead band ±0.05
and 3MW injection.

Figure 5.23: Aosta energy losses for dead band ±0.05.
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Chapter 5. Voltage Control

(a) Aosta energy losses with dead band ±0.06
and 1MW injection.

(b) Aosta energy losses with dead band ±0.06
and 2MW injection.

(c) Aosta energy losses with dead band ±0.06
and 3MW injection.

Figure 5.24: Aosta energy losses for dead band ±0.06.

Figure 5.25 represents the voltage level and energy losses of Node 220 (as a node with high voltage
level) for different dead band, penalty factor and active.

According to all of this deep investigations, choosing a dead band equal to 0,05 and a voltage penalty
factor equal to 10 could be a wise option as the number of nodes at the last voltage range is few (14
nodes) and the energy loses increasing is around 0,04%-0,06% for an injected power equal to 3MW. The
voltage profile of selected nodes of Aosta grid by implementing these values to OPF and performing it
for active power of 1MW and 3MW has been compared in Fig. 5.26. As it can be understood from
this figures, the existence of penalty factor has a significant effect on voltage profile especially in higher
power injection.

5.4.4 Clusterization Procedure

The clusterization process has been performed by MATLAB tools cluster analysis from Statistics and
Machine Learning Toolbox. In this study OPF results are the used data in the clusterization. Selected
variables in this study are R/X ratio, bus impedance matrix (Z) and generator reactive power injection.
R/X ratio and Z have been selected in order to process different grid characteristics separately from the
load, while reactive power is considered to gather or pull apart nodes with similar ro different behavior
due to loads or voltage levels.

The clusters are required to classify the nodes depending on their behavior. The clusters in this
studies need to cover different loading situation along the year. Hence, first nodes have been clusterized
according to two different loading hours with different reactive power behaivour. Then, in order to make
a comparison the clusters are crossed. If the nodes are not in the same cluster in both hours, they split
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5.4. Validation of the Proposed LVC Set-Up

(a) Voltage and energy losses with different voltage penalty factor and dead band equal
to ±0.05.

(b) Voltage and energy losses with different voltage penalty factor and dead band
equal to ±0.06.

Figure 5.25: Voltage and energy losses with different voltage penalty factor and dead band.
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Chapter 5. Voltage Control

(a) Aosta voltage profile with C=0, P=1MW.

(b) Aosta voltage profile with C=0, P=3MW.

(c) Aosta voltage profile with C=10, P=1MW.

(d) Aosta voltage profile with C=10, P=3MW.

Figure 5.26: Comparing voltage profile of selected nodes with and without penalty factor.
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5.4. Validation of the Proposed LVC Set-Up

in two or more clusters. After that by checking the volt-var representation of the clusters, in case of
necessity some cluster are joined together or some nodes have been moved. In the last step, a manual
check have been done for the selected wider range of loading hour (5, 8, 11, 15, 19, 23, 347, 3151 and
8555) and required modifications have been performed.

In the following, Fig. 5.27 represents the clusterization for two different loading hours, different
colors define different clusters. R/X ratio in both loading hours is the same, while the reactive power
changes where these variation produces different clusters. After that by crossing these two clusteriza-
tions, separation procedure for the nodes which are in the same cluster but behaving differently have
been done.

(a) OPF output clusterization for selected loading hour 19h.

(b) OPF output clusterization for selected loading hour 8555h.

Figure 5.27: OPF output clusterization for different loading hour.
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Chapter 5. Voltage Control

Therefore, Fig. 5.28 show the final clusterization of MV busbar1 and 2. MV busbar1 has 9 clusters
and MV busbar2 has 10. In general, clusters do not have any overlapping and in some minor cases the
overlapped points have completely different behavior.

In the following figures, the map of the grid considering the clusterization for two busbars have been
presented. As it can be seen from these figures, feeders with higher loading have been presented by more
clusters such as feeder 6 where cluster 2, 6 and 9 are presenting this feeder.

(a) Final clusterization of MV busbar1.

(b) Final clusterization of MV busbar2.

Figure 5.28: Final clusterization of MV busbar1 and MV busbar2.
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5.5. Results and Discussion

(a) Representing MV busbar1 clusterization on the grid map.

(b) Representing MV busbar2 clusterization on the grid map.

Figure 5.29: Representing MV busbars clusterization on the grid map.

Figure 5.30: Linearization of cluster 3.

5.5 Results and Discussion

The performed simulation in this section considers 3MW active power injection; this amount has been
chosen based on the maximum power injection that the studied node can accept due to thermal limit
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Chapter 5. Voltage Control

violation, whereas reactive power boundaries in this simulation has been characterized by power factor
equal to 0.9. Moreover, the two different voltage of 1.02p.u. and 1.055p.u. for MV busbars have been
simulated. The first value, 1.02p.u., has been chosen as the typical used voltage value by DSO is between
1.02p.u. and 1.03p.u., and the second value was chosen in order to test a higher value which does not
move voltages too close to upper boundaries (as dead band is equal to ± 0.05p.u.).

Before making comparison between the proposed approach and the other available approaches, more
discussion about the proposed LVC test have been expressed as follows. In the linearization procedure,
each point has its own reactive power error. In the following, the linearization of cluster 1 and cluster
2 of MV busbar1 have been shown for both busbar voltages (1.02p.u. and 1.055p.u.) in Fig. 5.31 with
the same scale. From the figures it could be seen that the reactive power error in cluster 1 is higher
than the error in cluster 2. Hence, cluster 2 shows much closer behaivour to OPF results than cluster
1. However, in all of the reported figures reactive power injections from higher values move to close
zero. It is because in high loading hour, there is a high energy flow which leads to high energy losses
and voltage drop as well. Then, OPF by injecting reactive power wants to compensate the voltage drop
and energy losses reduction. Moreover, the presented voltage profiles with lower MV busbar value have
lower values compare to the higher one. The clusters of MV busbar2 cover a shorter reactive power
range as it supplies a lower loading in comparison with busbar1. All the clusters for both MV busbars at
different voltages have been presented in Appendix A.

Once the LVC setting has been completed by defining section 3 described in the previous Section,
the LVC test can be executed. The performing load flow is based on the bisection method which the
obtained reactive power in the privious iteration has been used as an input to define the new reactive
power defined by LVC, equation 5.46.

q(t+ 1) = [1− α(t)].q(t) + α(t)[q(v(t))]qmax
qmin

(5.46)

The tested LVC for MV busbar1 with voltage at 1.055p.u. have been reported in the following for
four different clusters, Fig. 5.32.

Hence, by recognizing the different behaivour of various clusters it can be conclude that reactive
power effect on voltage is playing an important role for energy losses reduction. Table 5.5 represents the
results of load flow calculation for MV busbar fixed at 1.055p.u. for different combination of real and
reactive power for Cluster1 and Cluster2 in the maximum and minimum loading hours. Cluster1 and
Cluster2 have been chosen as an example of a cluster with strong reactive power drop and low reactive
power drop respectively.

From this table it can be seen that the effect of active and reactive power on voltage in Cluster1 is
lower than Cluster2. Energy losses increase significantly by arising active power injection. Moreover,
reactive power injection is not able to reduce the losses as it has a low effect on voltages and even it
increases the energy losses. Therefore, the reactive power injection has been reduced to avoid unneces-
sary energy losses increase. On the other hand in cluster2, energy losses could be decreased slowly by
reactive power injection as it is able to compensate the energy losses reduction thanks to the voltages
rise.

The aim of this part is evaluate and comparison the results of the proposed LVC, standard LVC, OPF
and simple power flow with PF equal to 1. Hence the following Table 5.6 reports the average energy
losses for both MV busbars for mentioned approaches.

Performing OPF simulation guarantees the best settings for voltage and reactive power injection,
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5.5. Results and Discussion

(a) LVC section 3 for MV busbar1 1.02p.u., Cluster 1. (b) LVC section 3 for MV busbar1 1.055p.u., Cluster 1.

(c) LVC section 3 for MV busbar1 1.02p.u., Cluster 2. (d) LVC section 3 for MV busbar1 1.055p.u., Cluster 2.

Figure 5.31: Different clusters LVC setup section 3 for MV busbar1 with different voltage.

Table 5.5: Voltage and energy losses comparison for different clusters in MV busbar1.

Voltage (p.u.)
Cluster 1 (Feeder 3) Cluster 2 (Feeder 6)

Hour 3151 19 8555 3151 19 8555
P = 0 (MW) 1,0536 1,0524 1,0516 1,0407 1,0424 1,0004

P = 3 (MW), Q = 0 (Mvar) 1,0633 1,0621 1,0614 1,0768 1,0784 1,0398
P = 3 (MW), Q = 1.5 (Mvar) 1,0678 1,0667 1,0659 1,0963 1,0978 1,0604

Energy Losses (MWh)
Cluster 1 (Feeder 3) Cluster 2 (Feeder 6)

Hour 3151 19 8555 3151 19 8555
P = 0 (MW) 0,0006 0,0017 0,0026 0,0096 0,0077 0,1284

P = 3 (MW), Q = 0 (Mvar) 0,0209 0,0175 0,0156 0,0562 0,0599 0,0283
P = 3 (MW), Q = 1.5 (Mvar) 0,0270 0,0225 0,0199 0,0686 0,0735 0,0092

therefore the amount of energy losses is in lower value. The energy losses for standard LVC and normal
load flow with PF1 is almost similar for the MV busbar equal to 1.02p.u. as the operational voltage range
in all the nodes is less than the voltage dead band value (1.05p.u.). However, this amount is going higher
when the voltage at MV busbar sets at 1.055p.u. as in the standard LVC the reactive power injection has
been started after the dead band value to decrease the voltages. Therefore, the enhanced LVC (proposed
LVC in this thesis) performs better with the defined setting compared to standard LVC, as it can be seen
from Table 5.6 the energy losses in this LVC is not so far from OPF results. In order to analyze the
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Chapter 5. Voltage Control

(a) LVC setting test for MV busbar1 1.055p.u., Cluster 1. (b) LVC setting test for MV busbar1 1.055p.u., Cluster 2.

(c) LVC setting for MV busbar1 1.055p.u., Cluster 3. (d) LVC setting test for MV busbar1 1.055p.u., Cluster 5.

Figure 5.32: Different clusters LVC setting test for MV busbar1 with 1.055p.u. voltage.

Table 5.6: Energy losses comparison for different approaches.

Energy Losses
MV busbar fix at 1.02p.u. MV busbar fix at 1.055p.u.

MV busbar1 MV busbar2 MV busbar1 MV busbar2
OPF (MWh) 17,0148 9,2790 23,2243 8,4413

Enhanced LVC +0,06% +0,51% +0,27% +3,06%
Standard LVC +1,42% +1,78% +3,95% +8,55%

Load Flow, PF=1 +1,39% +1,78% +1,34% +4,22%

influence of the different aforementioned approaches on Aosta grid, Table 5.7 presents the average of
energy losses for each cluster with both voltage values at MV busbars.

The results in Table 5.7 follows the results of Table 5.6. As it was discussed before, Cluster2 in MV
busbar1 has the lowest reactive power drop and the highest energy loss compare to the others. Moreover,
as the voltage profile of Cluster9 in MV busbar2 is very close to zero enhanced LVC does not show a
better performance compare to the other methods. In general, the energy losses is lower with the higher
MV busbar voltage (here 1.055p.u.) due to voltage increasing.
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Chapter 5. Voltage Control

As the loading behavior is changing along each time span, the voltage of the nodes is also changing.
Fig. 5.33 in the following shows the percentage of the nodes in each voltage range for each busbar and
with different voltage values in one week.

From Fig. 5.33, it is clear that the OPF has higher voltage level than the other approaches when
the voltage of MV busbar is fixed at 1.02p.u., while when the voltage is fixed at 1.055p.u. the voltages
is shifted to the right as the voltage penalty factor has been started at 1.05p.u. and OPF tries to keep
the voltages close to the dead band to reduce the system cost. Therefore, the enhanced LVC with the
MV busbar voltage fixed at 1.055p.u. also has higher voltage value in comparison with the fixed voltage
at 1.02p.u. due to the high reactive power injections which leads to higher voltage values. Whereas,
the voltage profile trend of standard LVC and normal load flow with PF1 by changing the MV busbar
voltage to the higher value have been changed, the standard LVC setting starts to absorb reactive power
and reduce the voltages as the voltage dead band is 1.05p.u., however in the other case more nodes with
the voltage higher than 1,07p.u compared to standard LVC could be found due to zero reactive power
injections. The difference between the voltage distribution of busbars is due to the different busbars
loading, which the lower load OPF requires less voltage rise for energy losses compensation.

At the end, Table 5.8 and 5.9 represent the energy losses for each studied node of each cluster. Some
clusters in MV busbar1 and MV busbar2 due to the high voltage error have different results compare
to the OPF result. However, the rest of the results has the value between OPF simulation results and
standard LVC which is a proven of the great performance of enhance LVC as it was expected.

(a) Voltage distribution for MV busbar1, V=1.02p.u.. (b) Voltage distribution for MV busbar1, V=1.055p.u..

(c) Voltage distribution for MV busbar2, V=1.02p.u.. (d) Voltage distribution for MV busbar2, V=1.055p.u..

Figure 5.33: Voltage distribution for both MV busbars with different fixed voltages and approaches.
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5.5. Results and Discussion
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5.6. Summary

5.6 Summary

This chapter introduced a new set-up for local voltage control, called Enhanced Local Voltage Control.
The procedure has been tested on the real life case study, Aosta city in Italy. In order to reduce the
computational time, a selection procedure has been done to find some nodes and loading hours as the
representatives of the full grid. Then the nodes are classified into different clusters with specific voltage
profile. At the end the new set-up for local voltage control has been tested and compared with OPF, stan-
dard local voltage control and normal load flow with PF1. The proposed local voltage control performed
better than standard local voltage control and slightly lower than OPF which is a proven of the accuracy
of the proposed model.
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CHAPTER6
Conclusions

Distributed energy resources connections demand, mostly based on renewables, at the medium
voltage and low voltage distribution networks is continuously increasing; due to this fact, the
importance of distributed energy resources and distributed generation compared to classical

centralized generation has increased. However, one of the important practical problems to carry out a
study on a grid in some countries, especially emerging countries, is lack of available data. This motivates
the need of a reverse engineering procedure (Parameter Estimation) to estimate branch parameters start-
ing from typical available data, i.e., approximated values of bus voltages, active and reactive power flows
of each branch. The parameter estimation model that can be applied to large systems makes it possible
to derive estimations for the series resistance, the series reactance and the line charging of each branch.

Parameter Estimation is based on the developed theory for state estimation which is an application
of statistics that estimates the values of parameters based on measured data and their stochastic behavior.
The parameters describe a fundamental physical setting in a way that their value affects the distribution
of the measured data. In addition, the best usage of resources decision depends judgmentally on current
parameters or states. However, system parameters estimation by imprecise measurements in the energy
systems operation is a critical problem. Hence, their values are defined indirectly by settlement between
the mathematical model of the system and existing measurements by an inverse estimation procedure,
such as state estimation.

The real-life case study for the proposed parameter estimation procedure in this thesis was Tanzania
network with 38 buses and 81 branches. The provided data by Tanzania electric supply company were
including active, reactive power in each branch and voltage in each bus. Obtaining the rest necessary
data including impedance, impedance characteristic angle, bus angles and line charging was modeled in
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MATLAB through Quasi-Newton method which was based on minimizing total error in this electrical
grid with more than 100 unknown and the results compared with the result obtained from a rough geo-
graphical feature of the grid including line lengths. This comparison shows the proposed method in this
thesis is, as expected, more reliable and accurate, especially for reactive power estimations.

After defining some unknown grid information, the influence of distributed generation on distribution
grid should be carried out as high levels penetration of distributed energy resources have many undesired
consequences on the grid, such as overvoltage, overcurrent and harmonic distortions. For this reason,
the hosting capacity for distributed energy resources identifies the acceptable degree of distributed en-
ergy resources penetration under specific conditions. In other words, hosting capacity is the maximum
distributed energy resources penetration which the power system can support satisfactorily. It depends
on different parameters such as the configuration and operation of the network, the characteristics of the
generation units, the loads requirements, and national and regional requirements. In this thesis, differ-
ent methodologies for hosting capacity evaluation were reviewed, and a novel model to determine the
hosting capacity considering grid parameters uncertainties (called Bricks approach) and multi-generator
connection was proposed.

In order to perform hosting capacity analysis, a complete model of the distribution grid is required.
Actually, hosting capacity is impacted by the topology of the grid, grid parameters and also power pro-
files of the loads and generators, resulting in a quite heavy data set to be properly managed. Practically
speaking, distribution system operators could not have all the required data (or, eventually, gathering
them could results quite complex) and in some cases, e.g. in emerging countries scenarios, even dis-
tribution system operators could be unable to gather all the required information, where highlight the
importance usage of Bricks approach.

Actually, the standard structure of distribution grid is including the main feeder and connected
branches to the main line which is typically named collaterals. The new method is based on the as-
sumption that hosting capacity in one feeder is marginally affected by the other feeders. Moreover, in
order to limit the computational effort of the study, the grid is modeled as an aggregation of “bricks”,
each one representing a portion of the grid which can be added, removing and replacing stochastically
to evaluate all the possibility of the grid structure in shorter time. In addition, only critical nodes of the
grid being assessed by Bricks approach.

According to Bricks approach, feeders and collaterals are classified in given categories according to
their electrical characteristics. The tests performed, taking into account three main technical constraints
(steady-state voltage variations, rapid voltage changes and thermal limits), proved the method to be
effective in estimating the hosting capacity in real-life distribution networks, if compared to the method
based on the complete grid model. Aosta city distribution grid in north west of Italy with 486 nodes,
16 feeders and two medium voltage busbars was considered in this test. The results were confirmed
with two different reactive power control contributions by distributed generation. The benefits of Bricks
approach are less-required information (i.e. is not required the detailed topology of the grid and the
detailed power profile for all the nodes) and limited computational time, e.g. in the presented case-
study, hosting capacity computation required a processing time with Bricks approach of 5 minutes and
37 seconds, whereas with the complete model approach it was over 92 hours.

Although Nodal HC gives us a right view of injection power to the grid from each node, it cannot
give us enough view for the whole grid. In real life, by increasing the number of renewable energy
integration at the same time many DG are connecting to the grid which affects other distributed gener-
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ations and the grid. Thus, the next step of hosting capacity study is evaluating multi generators hosting
capacity. The procedure developed takes into account that distributed generation could be connected to
the grid through different plants of different size and connected to various nodes. To evaluate if the dis-
tribution grid can host this capacity or if its installation will compromise the performances of the grid, a
stochastic approach has been adopted, in particular Monte Carlo simulation is exploited in order to prop-
erly consider all the variables. For creating each scenario of generation, in the Monte Carlo approach
three different roulette wheel selection procedures have been introduced in order to defined the type,
size and the connection node of the distributed generation. At the end a combination of Bricks approach
and Monte Carlo simulation for medium voltage distribution grid of Aosta city was compared with the
Monte Carlo simulation for the complete grid. The main advantage of using combined approach is less
computation time and required data as the computational time of MC simulation for the full grid was
more than 680 hours, whereas for the combined method this amount was about 7 hours.

The evaluation of the impact of e-mobility charging processes on the distribution grid, in a real-
life case study with respect to both the grid operational and efficiency parameters as one of the hosting
capacity application was done in this thesis. Hence, scenarios based on Monte Carlo algorithm are
studied thanks to the KPI approach (steady-state voltage variation, transformer and lines thermal limits,
rapid voltage change and grid efficiency) typically adopted for DG Hosting capacity evaluation, and here
proposed also for the evaluation of the e-mobility hosting capacity charging processes. The case-study
for this research was San Severino Marche, with 193 km2 area, a small town in the center of Italy. Two
transformers are placed in the primary substation, six feeders depart from one transformer and seven
from the other one.

For each single simulation set, the different number of electric cars were connected to the grid nodes.
The focus was the evaluation of the distribution grid hosting capacity in front of e-mobility and in the
quantification of the relevant impact on losses. After performing Monte Carlo simulation for the men-
tioned number of cars and for each different simulation set and different technology, the results were
evaluated according to the technical constraints. The results showed that in all the performed simula-
tions, the limiting factor of the grid charging process hosting capacity resulted to be the line thermal
limit. Although mainly very fast charging provides high speed charging process, it could cause some
critical load fluctuation over a single day limiting the capacity of the grid to host recharge process or
decreasing the efficiency of the distribution grid. Then, In order to evaluate the impact of DG on this
study, all of these procedures were repeated for the active network, where as it was expected the results
showed the higher e-car hosting capacity charging process.

For the last step of this thesis, voltage control as one of the possible approach for increasing the
hosting capacity was studied. In fact, several EU countries consider local voltage control with standard
setting. However, the standard setting has some limitation such as hosting capacity maximization and
energy losses minimization. That is why, the focus of this thesis was a new set-up local voltage control
procedure for connected generator to MV distribution grid.

This procedure was based on the deployment of the generator with constant active power injection
in different nodes of the grid. Then optimal power flow were performed by considering injected active
power and voltage penalty factor. In order to reduce the computational time, a novel procedure were
applied to select some nodes and loading hours as representative of the grid. After that the results
of optimal power flow were clustered according to R/X ratio, impedance matrix diagonal and reactive
power. Once the nodes are classified in clusters, linearization procedure was performed on generated

194



i
i

“Thesis” — 2019/4/15 — 12:06 — page 195 — #217 i
i

i
i

i
i

clouds and the new local voltage control setting were stressed. Finally, the new set-up law was tested on
Aosta grid and compared with OPF and standard local voltage control, where the results showed a better
performance for new voltage profile in terms of energy losses compared to standard local voltage control
and very close to OPF performance.

For the future work, the proposed local voltage control in this thesis could be implemented for the
multi-generator scenario. Moreover, study on a distributed control, where different local voltage controls
have been shared among them and primary substation, could provide interesting capabilities to optimize
the medium voltage grid. In addition, transient behaivour of the grid and its impact on the voltage drop
reduction could be studied further by an electromagnetic modeling of the grid.
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APPENDIXA
Additional Information

A.1 Aosta Feeders Loading

Aosta grid is not a homogeneous grid which covers a specific type of loading for the feeders. Overall, the
feeders in this MV grid could be divided into feeders bellow 1MW, feeders more than 1MW and bellow
2.5MW, Feeders above 2.5MW and feeders without clear behavior.

Feeders 3, 12, 13 are below than 1MW, with almost flat shape. Feeder 1, 7, 9, 10, 11, 15 and 16 are
categorized for the second group and Feeder 2, 4, 8, and 14 are in the third group. Feeder 5 and Feeder 6
in this grid due to suppling ski resort and industry have stronger difference compared to the other feeders
and could be grouped in the category of feeders without clear trend. Here, all the loading of sixteen
feeders of Aosta grid for different categories of winter period, summer period, weekdays and weekend
and holidays have been reported
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Figure A.1: Daily load profile of feeder1 for different categories.

Figure A.2: Daily load profile of feeder2 for different categories.
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Figure A.3: Daily load profile of feeder3 for different categories.

Figure A.4: Daily load profile of feeder4 for different categories.

200



i
i

“Thesis” — 2019/4/15 — 12:06 — page 201 — #223 i
i

i
i

i
i
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Figure A.5: Daily load profile of feeder5 for different categories.

Figure A.6: Daily load profile of feeder6 for different categories.
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Figure A.7: Daily load profile of feeder7 for different categories.

Figure A.8: Daily load profile of feeder8 for different categories.
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Figure A.9: Daily load profile of feeder9 for different categories.

Figure A.10: Daily load profile of feeder10 for different categories.
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Figure A.11: Daily load profile of feeder11 for different categories.

Figure A.12: Daily load profile of feeder12 for different categories.
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Figure A.13: Daily load profile of feeder13 for different categories.

Figure A.14: Daily load profile of feeder14 for different categories.
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Figure A.15: Daily load profile of feeder15 for different categories.

Figure A.16: Daily load profile of feeder16 for different categories.
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A.2 LVC Section Three Setting

In the following figures the section three of the proposed LVC has been reported. The figures are pre-
sented for both MV busbars and for both discussed voltage (1.02p.u. and 1.055p.u.).

From these figures, Cluster2 and cluster6 (both of them are located in the same feeder) have shown a
lower reactive power drop compared to the others. In the mentioned clusters, voltage severely influenced
by reactive power. Hence, it could lead to energy losses reduction. In addition, Cluster9 (located at the
beginning of Feeder6) shows a strange voltage profile, which is related to the strong loading variation
along the year and the selected loading hours could significantly change its behaivour.

MV busbar2 covers a shorter reactive power range as it has a lower loading. Hence, it accepts lower
amount of reactive power injection without increasing the energy losses. Cluster9 and Cluster10 present
a vertical line which is unacceptable for a real control system. However, their results for enhanced LVC
in comparison with OPF and standard LVC show an acceptable performance, Table 5.7.

Figure A.17: LVC section 3 fro MV busbar1
1.02p.u., Cluster1.

Figure A.18: LVC section 3 fro MV busbar1
1.055p.u., Cluster1.

Figure A.19: LVC section 3 fro MV busbar1
1.02p.u., Cluster2.

Figure A.20: LVC section 3 fro MV busbar1
1.055p.u., Cluster2.
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Figure A.21: LVC section 3 fro MV busbar1
1.02p.u., Cluster3.

Figure A.22: LVC section 3 fro MV busbar1
1.055p.u., Cluster3.

Figure A.23: LVC section 3 fro MV busbar1
1.02p.u., Cluster4.

Figure A.24: LVC section 3 fro MV busbar1
1.055p.u., Cluster4.

Figure A.25: LVC section 3 fro MV busbar1
1.02p.u., Cluster5.

Figure A.26: LVC section 3 fro MV busbar1
1.055p.u., Cluster5.
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Figure A.27: LVC section 3 fro MV busbar1
1.02p.u., Cluster6.

Figure A.28: LVC section 3 fro MV busbar1
1.055p.u., Cluster6.

Figure A.29: LVC section 3 fro MV busbar1
1.02p.u., Cluster7.

Figure A.30: LVC section 3 fro MV busbar1
1.055p.u., Cluster7.

Figure A.31: LVC section 3 fro MV busbar1
1.02p.u., Cluster8.

Figure A.32: LVC section 3 fro MV busbar1
1.055p.u., Cluster8.
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Figure A.33: LVC section 3 fro MV busbar1
1.02p.u., Cluster9.

Figure A.34: LVC section 3 fro MV busbar1
1.055p.u., Cluster9.

Figure A.35: LVC section 3 fro MV busbar2
1.02p.u., Cluster1.

Figure A.36: LVC section 3 fro MV busbar2
1.055p.u., Cluster1.

Figure A.37: LVC section 3 fro MV busbar2
1.02p.u., Cluster2.

Figure A.38: LVC section 3 fro MV busbar2
1.055p.u., Cluster2.
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Figure A.39: LVC section 3 fro MV busbar2
1.02p.u., Cluster3.

Figure A.40: LVC section 3 fro MV busbar2
1.055p.u., Cluster3.

Figure A.41: LVC section 3 fro MV busbar2
1.02p.u., Cluster4.

Figure A.42: LVC section 3 fro MV busbar2
1.055p.u., Cluster4.

Figure A.43: LVC section 3 fro MV busbar2
1.02p.u., Cluster5.

Figure A.44: LVC section 3 fro MV busbar2
1.055p.u., Cluster5.

211



i
i

“Thesis” — 2019/4/15 — 12:06 — page 212 — #234 i
i

i
i

i
i

Appendix A. Additional Information

Figure A.45: LVC section 3 fro MV busbar2
1.02p.u., Cluster6.

Figure A.46: LVC section 3 fro MV busbar2
1.055p.u., Cluster6.

Figure A.47: LVC section 3 fro MV busbar2
1.02p.u., Cluster7.

Figure A.48: LVC section 3 fro MV busbar2
1.055p.u., Cluster7.

Figure A.49: LVC section 3 fro MV busbar2
1.02p.u., Cluster8.

Figure A.50: LVC section 3 fro MV busbar2
1.055p.u., Cluster8.
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Figure A.51: LVC section 3 fro MV busbar2
1.02p.u., Cluster9.

Figure A.52: LVC section 3 fro MV busbar2
1.055p.u., Cluster9.

Figure A.53: LVC section 3 fro MV busbar2
1.02p.u., Cluster10.

Figure A.54: LVC section 3 fro MV busbar2
1.055p.u., Cluster10.
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